
Software Fault Prediction: A Systematic

Mapping Study

Juan Murillo-Morera1, Christian Quesada-López2, Marcelo Jenkins2
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Abstract. Context: Software fault prediction has been an important
research topic in the software engineering field for more than 30 years.
Software defect prediction models are commonly used to detect faulty
software modules based on software metrics collected during the soft-
ware development process. Objective: Data mining techniques and ma-
chine learning studies in the fault prediction software context are mapped
and characterized. We investigated the metrics and techniques and their
performance according to performance metrics studied. An analysis and
synthesis of these studies is conducted. Method: A systematic mapping
study has been conducted for identifying and aggregating evidence about
software fault prediction.Results: About 70 studies published from Jan-
uary 2002 to December 2014 were identified. Top 40 studies were selected
for analysis, based on the quality criteria results. The main metrics used
were: Halstead, McCabe and LOC (67.14%), Halstead, McCabe and LOC
+ Object-Oriented (15.71%), others (17.14%). The main models were:
Machine Learning(ML) (47.14%), ML + Statistical Analysis (31.42%),
others (21.41%). The data sets used were: private access (35%) and pub-
lic access (65%). The most frequent combination of metrics, models and
techniques were: Halstead, McCabe and LOC + Random Forest, Naive
Bayes, Logistic Regression and Decision Tree representing the (60%) of
the analyzed studies. Conclusions: This article has identified and clas-
sified the performance of the metrics, techniques and their combinations.
This will help researchers to select datasets, metrics and models based
on experimental results, with the objective to generate learning schemes
that allow a better prediction software failures.
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1 Introduction

Software fault prediction has been an important research topic in the software
engineering field for more than 30 years [1]. The software measurement data
collected during the software development process includes valuable information
about a software project status, progress, quality, performance, and evolution.



Software fault prediction models is a significant part of software quality assur-
ance and commonly used to detect faulty software modules based on software
measurement data (software metrics) [2]. Fault prediction modeling is an impor-
tant area of research and the subject of many previous studies that produce fault
prediction models, which allows software engineers to focus development activi-
ties on fault-prone code, thereby improving software quality and making better
use of resource of the system with a high fault probability [3]. The current defect
prediction work, focuses on three approaches: estimating the number of defects
remaining in software systems, discovering defect associations, and classifying
the defect-proneness of software components, typically in two classes, defect-
prone and non defect-prone [1]. The first approach, employs statistical methods
to estimate a number of defect or defects density [4]. The prediction result can
be used as an important measure for the software developer and can be used to
control the software process, for example; decide, whether to schedule further
inspections or pass the software artifacts to the next development step. The sec-
ond approach, borrows association rule mining algorithms from the data mining
community to reveal software defect associations [5]. The third approach classi-
fies software components as defect-prone and non-defect-prone [6], [7]. Our aim
is characterize the models, considering the metrics, techniques, and performance
metrics with the objective to find relations, combinations, patterns and learning
schemes (metrics, data preprocessing, attributes selector and techniques) with
the best performance to predictive software faults. Further we evaluated the ex-
perimentation quality following Host checklist [8]. Our intention have been to
find strengths and weaknesses in experimental designs.

The remainder of the paper is structured as follows: Section 2 presents the
related work, Section 3 presents the research design, Section 4 presents search
strategy, Section 5 details the classification scheme used for the map analysis.
Section 6 the mapping results are presented. Section 7 discuss the results. Finally,
Section 8 presents conclusions and future work.

2 Related Work

In this section, a review of secondary studies that have been conducted in fault
prediction software is presented. Catal et al. [9], present a systematic review
of fault prediction studies listing metrics, techniques, and datasets. The results
shows that the percentage of use of public databases and machine learning tech-
niques increased significantly since 2005. Elberzhager et al. [10], present a sys-
tematic mapping study. The main goal of this study is the identification of ex-
isting approaches that are able to reduce testing e↵ort. Therefore, an overview
should be presented; both for researchers and practitioners in order to identify
on the one hand, future research directions and, on the other hand, potential
for improvements in practical environments. Danijel et al. [11], identify software
metrics and assess their applicability in predicting software faults. The influence
of context for the selection and performance of the metrics was investigated.
The aim of this review and that distinguishes it from previous work, is the



characterization of the models, considering the metrics, techniques, and per-
formance metrics with the objective to find relationships, combinations, and
learning schemes with the best performance to predictive software faults.

3 Research design

Secondary studies aggregate evidence from primary studies [12]. To increase the
validity of the results, it is important to be systematic when evidence is analyzed.
Systematic mapping studies (SMS) provides an overview of a research area, and
identifies the quantity and type of research[13]. The following sections detail
the protocol for the SMS according to the guidelines proposed in [14],[13], and
considering the recommendations of [15],[16], due to space limitations, we briefly
described the main steps from the protocol.

3.1 Systematic Mapping questions

A systematic mapping study have conducted in order to identify, categorize, an-
alyze and characterize fault prediction models in the context of software quality.
Table 1 states the mapping study questions and the motivation for each question
as well.

Table 1. Systematic Mapping questions

Question Description Motivation

MQ1 ¿Which are the main journals and conferences for soft-
ware fault-proneness research?

Identify the main journals and conferences that provide publications in the area.

MQ2 ¿Which are the principal authors for software fault-
proneness research?

Determine the principal authors of publications in the area.

MQ3 ¿How has the frequency of articles related to metrics
changed over time?

The answer indicates research trends over time, such as MCcabe, Halstead, LOC, OO
and combined metrics.

MQ4 ¿How has the frequency of articles related to data mining
and machine learning techniques changed over time?

The answer indicates research trends over time, such as Bayesian Network, Decision
Tree and Linear Regression related to models.

MQ5 ¿Which combinations of metrics and models have been
used?

Analyze the possible combinations of metrics and models and their performance.

MQ6 ¿Which has been the quality of the experimentation of
the studies?

Analyze the quality of the experimentation based on protocol and the experimental
setup.

4 Search strategy

The search strategy aim is to find all relevant primary studies for answering
research questions. First, the search string is defined and relevant databases are
selected, then, the studies inclusion and exclusion criteria and procedure are
defined.

4.1 Search string

The definition of the search string is based on population, intervention, compar-
ison and outcome (PICO) [17]. Population: Data sets or historial data bases,



software projects and software applications. Intervention: fault prediction or
fault-proneness prediction. Comparison: the focus of the study was not limited
to comparative studies. In consequence, comparison was not considered in the
search string. Outcome: tools, metrics, techniques and models. Characteristics
and empirical evidence of performance of fault prediction models were searched.
Outcomes about input metrics, techniques, tools, performance metrics (accu-
racy, area under a curve (AOC), confusion matrix) were included. The search
terms used in the systematic mapping study were constructed using the fol-
lowing strategy: (1) major terms were derived from the research questions by
identifying the population, intervention, and outcome, (2) alternative spellings
and synonyms were identified, based on a reference set of relevant articles. The
reference set was created including the articles that are relevant to be included
in the systematic mapping study. The reference set consisted of the following
references: [18], [19], [20], [21], [22], [23], [24], [25], [26], [15]. These articles were
selected according to their content, relevance and relation with the systematic
mapping study objective. (3) Besides, alternative terms were included via ex-
pert knowledge in the field, (4) the string was constructed with the Boolean
OR for alternative spellings and the AND to link PICO categories. Finally, (5)
the search string was piloted in several runs in order to reduce the quantity of
noise of the results. It was assured that papers in the reference set was returned
by the search string. The results were documented for a complete search string
reference (Appendix A)1.

4.2 Selection of databases

The papers were searched based on title, abstract and keywords. The result set of
articles were merged and duplicates removed. For the selection of electronic data-
bases, we followed recommendations of several systematic literature and mapping
studies in software engineering. (Appendix B) 1. These electronic databases were
considered relevant in software engineering and o↵ers functionality for complex
search strings. Further, these databases o↵ers good coverage for papers in the
area. For example, SCOPUS indexed ACM and IEEE articles. Finally, these
electronic databases are well known because their stability and interoperability
with several referential bibliographic databases.

4.3 Study selection criteria and procedure

The inclusion and exclusion of the articles were based on title and abstract.
The articles returned by the search were evaluated according to specific inclu-
sion and exclusion criteria. For the inclusion of the articles, proposals of data
mining and machine learning in fault prediction area must be mentioned in the
abstract. Articles that use statistical analysis, data mining or artificial intelli-
gence techniques to predict defects were considered. Finally a validation should
be conducted. The inclusion and exclusion criteria have been defined, evaluated

1 http://eseg-cr.com/research/2014/Appendix-SLR-JMM-CQL-MJC.pdf



and adjusted by the author and a fellow colleague in several pilot studies in order
to reduce bias (Appendix C)1.

As part of our preliminary selection process, one author applied the search
strategy to identify potential primary studies in the electronic databases. The
inclusion and exclusion criteria are an input to the study selection procedure.
The selection procedure was conducted following these steps: A) Two researchers
read the titles and abstracts separately. The papers were categorized as follows:
(A.1) Accepted: articles that fulfill the inclusion criteria, (A.2) Rejected: articles
that fulfill the exclusion criteria, and (A.3) Not defined: the reviewer is not sure
about inclusion and exclusion criteria. The reason for having two researchers is
the reduction of bias when including or excluding articles. B) After both authors
applied the criteria on the articles independently, the results were compared.
The results categorized the articles as follows: (B.1) Included: articles accepted
by both authors, (B.2) Excluded: articles rejected by both authors, and (3)
Uncertain: the reviewers are not sure about inclusion and exclusion criteria. C)
Based on detailed review. Both authors discussed this classification and make
the decision about inclusion or exclusion. Finally, accepted articles were read in
detail. Flutist of all studies included in the first step were read.

The search contained articles published before 2014. The search was con-
ducted (piloted, refined, and finished) during the first semester of the year 2014.
The quality assessment, extraction, mapping and analysis of the data was con-
ducted during the second semester of the year 2014. The preliminary results were
written and reviewed in this period.

4.4 Search and selection results

Fig. 1 shows the number of identified and remained articles after each step in the
selection process. In total 89 articles were identified in the electronic databases.
After inclusion and exclusion criteria, 74 primary studies were selected for a
detailed review. Through the detailed reading, 4 articles were discarded, leaving
70 primary studies being selected in the evaluation, extraction, and analysis of
this review. Most of the selected papers were indexed by Engineering Village,
and SCOPUS.

Fig. 1. Exclusion of articles and number of primary studies (Adapted from [27])

1 http://eseg-cr.com/research/2014/Appendix-SLR-JMM-CQL-MJC.pdf



4.5 Study quality assessment

Quality assessment is concerned with the rigor of the study and the applicabil-
ity of the fault prediction models in software engineering area. The quality of
the articles was evaluated according to the experimentation used and the input
metrics, techniques and models, performance metrics and clarity to describe the
experiments. The criteria to evaluate quality include high-level questions and
additional quality issues. The quality criteria are based on questions listed in
Appendix D1. The overall quality rank papers from 0.7 (very low quality) to 2.1
(excellent quality). Each criteria is divided in sections. The first is regarding to
the data source (data set public or private or project). The second is regarding
to the input metrics. The third is regarding to the models and techniques used.
Finally, the fourth is regarding to the kind of experimentation, description and
evaluation of the results. It is recommended that at least three reviewers are
needed to make a valid quality assessment [28]. The quality assessment checklist
was conducted for two researchers to eventually adjust them in order to reduce
bias.

4.6 Data extraction

Based on the selection procedure, the required data for answering the system-
atic mapping study questions are extracted. This information is additional to
the study quality criteria. A data extraction form was created and filled in for
each article by the primary author of this paper. The data extraction form has
four di↵erent sections to be filled in. The following information was captured in
the extraction: The first section captures general information about the article
such as: data extractor, title, author, year, journal, conference, and study iden-
tifier. The second section extracts data about the characterization of the fault
prediction models. The extracted information is related to fault prediction mod-
els such as data sets, metrics, techniques, and performance metrics. The third
section extract information about the empirical validation, reported results and
kind of experimentation. The outcomes of interest related to the fault prediction
models. The last section validates experimentation according to [8].

4.7 Analysis

The most advanced form of data synthesis is meta-analysis. However, this ap-
proach assumes that the synthesized studies are homogeneous [12]. Meta-analysis
is not applied in this review because varieties of model and evaluation approaches
have been discussed in the selected papers. Dixon-Woods et al. [29], [27] describes
the content analysis and narrative summary as approaches to integrate evidence.
Content analysis categorizes data and analyzes frequencies of categories trans-
ferring qualitative into quantitative information [27].

1 http://eseg-cr.com/research/2014/Appendix-SLR-JMM-CQL-MJC.pdf



4.8 Threats to validity

Search process: It is based on SCOPUS, IEEEXplore, ISI Web of Science, and
Engineering Village.

These databases were considered relevant in software engineering and o↵ers
functionality for complex search strings. Further, these databases o↵ers good
coverage for articles in the area. The search was based on title, abstract, and
keywords and we could missed relevant papers. Gray literature and papers in
other languages were not included. Study selection: It is based on title and
abstract. The inclusion and exclusion criteria were defined, evaluated, and ad-
justed by two researchers in order to reduce bias. A pilot study was conducted
showing a high degree of agreement between two researchers. The researchers
included articles for detailed review when there was a doubt and no lower score
articles were excluded from the review. The review protocol was peer-reviewed
to assure good understandability and clarity for inclusion criteria. Quality as-

sessment: a single researcher conducted the quality assessment checklist and
a random sample was evaluated for second research. The review protocol was
peer-reviewed to assure good understandability and clarity for quality criteria.
Data extraction: a single researcher conducted the data extraction. Detailed
form was defined to make the extraction as structured as possible. The review
protocol was peer-reviewed to assure good understandability and clarity for ex-
tracted information. After extraction, a single reviewer checked the extraction
forms to review if something is missing. Test-retest suggested for single research
was not conducted [30]. Generalizability of the results: the generalizability
of the results is limited by the generalizability of the studies included in the
review.

5 Classification schema

There are di↵erent approaches in the machine learning and data mining context.
Chug [31] divided the models and techniques in supervised learning (which is the
most popular approach), and unsupervised learning (on which a little less work
is done). In our study, we create a classification scheme based on key-wording
described in [13]. The first step in the process was to read the abstracts and
keywords of 70 studies (Appendix E)1, evaluating the concepts and categories
according to the frequency. The second step of the process was to classify each
item within each category. The process is applied to level metrics and models.
The main categories of metrics were: 1) Halstead, McCabe and LOC. 2) OO. 3)
Halstead, McCabe and LOC + OO and 4) others. The main categories of tech-

niques and models were: 1) Machine Learning (ML). 2) ML + Classification. 3)
ML + Clustering. 4) ML + Statistical Analysis. 5) Clustering and 6) Statistical
Analysis.

1 http://eseg-cr.com/research/2014/Appendix-SLR-JMM-CQL-MJC.pdf



6 Systematic Mapping Study results

In this section, we analyzed the most common journals and conferences, authors,
frequency of articles per metric categories, frequency of articles per techniques
and models for the 70 studies(MQ1-MQ4). The questions MQ5 and MQ6 were
answered with top 40 studies, according to quality criteria (rigor) presented in
Table 2, 3 and 4. We analyzed Table 2, 3 in MQ5 and Table 4 in MQ6.

6.1 List of journals and conferences (MQ1)

The main journals were: Automated Software Engineering (ASE) two articles,
Expert Systems with Applications (ESWA) two articles, Software Engineering,
IEEE Transactions on (IEEE Transactions) one article, International Journal
of Software Engineering and Knowledge Engineering (IJSEKE) one article and
Software Quality Journal (SQJ) one article. The main conferences were: Interna-
tional Conference on Software Engineering (ICSE) four articles, Association for
Computing Machinery (ACM) two articles, International Symposium Software
Reliability Engineering (ISSRE) two articles, Predictive Models in Software En-
gineering (PROMISE) one article and Mining Software Repositories(MSR) one
article. (Appendix F)1.

6.2 List of authors (MQ2)

The most frequent author was Taghi M. Khoshgoftaar with 7 articles. The other
major authors were Yue Jiang and Ruchika Malhotra with 5 articles each one,
Cagatay Catal and Naeem Seliya with 4 articles. Finally Yunfeng Luo and Yogesh
Singh Singh with 3 articles. (Appendix G) 1.

6.3 Frequency of articles per categories of metrics (MQ3)

The metrics investigated with the highest frequency were Halstead, McCabe and
LOC (47 studies - 67.14% from total), Halstead, McCabe and LOC + OO (11
studies - 15.71 % from total), OO (5 studies - 7.14% from total), others (7 studies
- 10% from total) (see Figure 2).

6.4 Frequency of articles per categories of techniques and models

(MQ4)

The techniques and models investigated with the highest frequency were: Ma-
chine Learning (ML) (33 studies - 47.14% from total), ML + Classification (4
studies - 5.71% from total), Machine Learning(ML) + Clustering (4 studies -
5.71 % from total), Machine Learning(ML) + Statistical Analysis (22 studies
- 31.42% from total), Clustering (2 studies - 2.85% from total), and Statistical
Analysis (5 studies - 7.14% from total) (see Figure 3).



Fig. 2. Frequency of articles per categories of metrics

Fig. 3. Frequency of articles per categories of techniques and models

6.5 Combinations of metrics/models and their performance (MQ5)

The most frequent combinations of metrics and models were: Halstead, Mc-
Cabe and LOC+(NB (and/or) DT (and/or) LR (and/or) RF (and/or) BAG
(and/or) BST (and/or) SVM (and/or) AFP (and/or) CC (and/or) K-means
(and/or) MLR). We categorize the studies in four groups according to the pre-
vious combinations. The G1 with only one technique (see Table 2 and 3,
column 2 and 7). This group presented a performance considering metrics such
as: PRE(0.39-0.66), REC(0.13-0.37) and AUC(0.53-0.94). The G2 with at least
two techniques (see Table 2 and 3, column 2 and 7). This group presented
a performance considering metrics such as: ACC(0.67-0.90), FM(0.38-0.39) and
AUC(0.55-0.68). The G3 with three or more techniques (see Table 2 and 3, col-
umn 2 and 7). This group presented a performance considering metrics such as:
BAL(0.29-0.82), REC(0.44-0.99), PREC(0.39-0.99), and AUC(0.40-1.00). The
G4 was represented by other combinations between metrics and models (see Ta-
ble 2 and 3, column 2 and 7). This group presented a performance considering
metrics such as: BAL(0.52-0.75), ACC(0.75-0.94), REC(0.94-0.98), PREC(0.95-
0.96) and AUC(0.47-0.94). Di↵erent performance metrics and the combinations
with high performance were: Halstead, McCabe and LOC + NB, Halstead, Mc-
Cabe and LOC + DT, Halstead, McCabe and LOC + RF and McCabe and

1 http://eseg-cr.com/research/2014/Appendix-SLR-JMM-CQL-MJC.pdf



LOC + LR and their possible combinations like: Halstead, McCabe and LOC +
(NB (and/or) DT (and/or) RF (and/or) LR).

6.6 Quality of the experimentation of the studies (MQ6)

The quality of the experimentation was evaluated using a checklist adapted from
[8]. The questions were evaluated with the scale (0 pts, 0.5 pts and 1 pt). With
the objective to analyze the experimentation of the studies, we divided all the
studies in three groups. The first group with 7 points (see Table 4). This group
was characterized by a clear description of the data source used, clear chain of ev-
idence established from observations to conclusions, threats to validity analyses
addressed in a systematic way, di↵erent views taken on the multiple case collec-
tion, analysis methods, multiple authors, and finally conclusions, implications
for practice and future research was reported. These studies were characterized
for a complete experimental design. An important finding was that the majority
of studies classified as experiments were in this group. The second group had
a rigor between 5 and 6.5 points (see Table 4) This group was characterized
by lack in threats to validity, no clear chain of evidence established from ob-
servations to conclusions, no clear conclusions respect to main objective and no
clear future work reported. The third group had a rigor between 3 and 4.5 (see
Table 4). This group was characterized by lack threats to validity and no clear
description of the data source used, clear chain of evidence established from ob-
servations to conclusions. In general, few studies had a complete learning scheme
configuration, except the studies: SR2, SR29, SR30, SR28, SR26 and SR15.

7 Conclusions and Future work

A total of 70 studies were mapped and classified. The main metrics used in the
literature were: Halstead, McCabe and LOC (67.14%), Halstead, McCabe and
LOC + OO (15.71%), Combined (10%), OO metrics (7.14%). The main models
were: ML (47.14%), ML + Statistical Analysis (31.42%), Statistical Analysis
(7.14%), ML + Clustering (5.71%), ML + Classification (5.71%) and Cluster-
ing (2.85%). The most frequent combination of metrics, models and techniques
were: (Halstead, McCabe and LOC) + (RF, NB, LR and DT) representing the
60% of the analyzed studies. Other important combinations were: OO metrics +
(RF, NB, DT, SVM, BST, BAG and MP) with the 10% of the studies. The rest
of studies used by Halstead, McCabe and LOC) + (Clustering or PCA) 7.5%
or (Halstead, McCabe and LOC) combining others techniques 22.5%. The com-
bination of metrics and most frequent techniques were: Halstead, McCabe and
LOC + NB (and/or) DT(J48-C4.5) (and/or) LR (and/or) RF (and/or) BAG
(and/or) BST (and/or) SVM, representing 55% of the studies. The other 45%
was represented by other type of combinations. The best results were obtained
three or more techniques. Related to quality of the experimentation used in the
studies, the majority of them classified as experiments, where all the items ac-
cording to checklist used. The main quality items not completed were: threats to



validity and analysis procedures su�cient for the purpose and evidence estab-
lished from observations to conclusions. Future work will include finishing the
review of all the studies (70 total) and answering systematic literature review
questions. The results of this research have allowed to find combinations and
some learning schemes.
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