Investigating bias in the search phase of Software Engineering secondary studies
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Abstract. Context. Researchers are increasingly resorting of secondary studies (e.g. systematic literature reviews and mapping studies) in Software Engineering. This method is strongly dependent on the source of primary studies adopted, which is a bias. We did not find guidelines or benchmarks to evaluate the sources in a systematic way. Objective. In this paper we aim to tackle the selection of electronic data sources while conducting such kind of studies evaluating the equilibrium between the volume and number of relevant papers. Method. In this sense, we proceed towards a secondary study to analyze the overlapping of three different electronic data sources. We also compared our results with other similar studies. Results. Our results show minimum overlapping and no effortless combination of electronic data sources at all. Conclusion. We conclude that researchers shall resort of completeness to work with a feasible set of papers to review. Specially in secondary studies adopting general and no standardized terms.

1 Introduction

Systematic secondary studies (SS), such as systematic literature review (SLR) or mapping study (MS) [13, 23] have been widely adopted in Software Engineering. They are based on search and synthesis of primary studies. In this work, we focus on the search phase where the rigor is one factor that distinguishes SS from traditional reviews. In such phase, the search can be automatic (by using digital libraries and search engines) or manual (by looking into specific journals and/or proceedings). The definition of the search strategy must consider the equilibrium between the large volume of papers on the available sources and the number of relevant primary studies. Kitchenham declared that digital libraries are insufficient for a full SS [13]. Later, on the other hand, Silva et al. also pointed evidence of limitations in the manual research process [21].
In this paper, we focus on automatic search considering different aspects, which we believe to be essential to achieve the best result from such a research process. First, the digital resource database choice, which includes both, digital libraries and search engines. From now on, we adopt Electronic Data Source (EDS) to refer either to digital libraries or search engines indistinctly. Currently, it is common the use of different digital libraries (e.g., IEEExplore, ACM Digital Library, and ScienceDirect) or different search engines (e.g., Web of Science, Scopus, and Google Scholar), in the search for primary studies in a SS. Such large number of EDS may be explained by the heterogeneity of primary study published by each of the digital libraries.

The problem of the heterogeneity is insufficiently explored and few works addressed this issue. To the best of our knowledge, only Chen et al. compared papers from different EDS and proposed metrics to characterize them [3]. They declared that rather than a systematic EDS choice, “researchers select them mainly based on personal knowledge, experience, preferences and/or recommendations by peers”. In fact, it does exists literature comparing EDS from a perspective other than their analyze as primary sources for SS. Achambault et al. compared two search engines, but from the perspective of the bibliometric statistics [1]. Other two works [16,17] addressed differences on citations from two different search engines.

Differences on the amount of primary studies retrieved by each EDS become more evident for search strings using either generic or unstandardized terms. In such cases, the large volume of papers makes very difficult to combine EDS in the search phase. The alternatives are to perform a manual search, to choose only one out of the available EDS, to restrict the search string, or combine some of these options. For instance, Zhang et al. [26] limited their search string due to the huge search space while looking for papers addressing design problems, a.k.a. “code smell”. Sjøberg et al. [22] mapped the scene of “controlled experiments” adopting a manual approach as search strategy and their set of primary studies was the basis to four SLR [6,7,11,12]. In addition, Dieste et al. [5] studied the problem of generality and absence of standardization for controlled experiments. They analyzed the optimality of a number of search strategies for SS. We will discuss other cases later.

In this paper, we investigate the low precision problem of the EDS search based strategy for studies with generic terms. We aim to produce empirical evidence about the existing differences among the EDS and perhaps motivate novel discussions on the topic. We address the issue by performing a MS based on generic terms and focused our analysis in the primary studies selection phase. Our main finding strengthens that the combination of EDS in SS adopting such generic terms needs too high effort, which is normally impractical due research groups limitations of time and human resources. Another finding is related to the definition of search strategies. Based on the gathered evidences, it is possible to state that the currently SS presented has been biased, which consequently affect their findings. Finally, we noticed the need of empirical studies to better evaluate and to define the suitable search strategies in a systematic way. A
transversal contribution of this work is the presentation of the process that we adopted in the selection of primary studies. We performed the activity with 57 graduate students (Master and Ph.D.), such large amount of human resources is uncommon and may support in the selection phase of that kind of broad studies.

The rest of the paper is structured as follows. Section 2 summarizes the settings of our study including the research questions and characteristics of the EDS adopted. Section 3 describes the data collection process. Sections 4 and 5 present the results and discuss them. Section 6 discusses the limitations of the study. Section 7 summarizes related work, which tackled similar topics. Finally, Section 8 presents our conclusions and enumerates some future work.

2 Study Settings

2.1 Research Questions

It is necessary a proper guidance to achieve the objectives of any piece of research. In this sense, we defined three research questions to address the EDS low precision problem, which we enumerate next. In time, we adopted three well known EDS to perform our analysis: IEEEXplore, ACM Digital Library, and Scopus. In addition, we rely on the Kitchenham et al. [14, 15] work to compare the number of relevant papers among different SS. The following research questions guide our investigation.

RQ1: What is the overlap among the papers retrieved by IEEEXplore, ACM Digital Library, and Scopus EDS?

RQ2: Is it possible to combine IEEEXplore/ACM Digital Library/Scopus to reach better results?

RQ3: Is there any pattern in terms of the amount of relevant papers among different secondary studies?

2.2 Electronic Data Sources

In this study we used three EDS: two publishers (IEEEXplore and ACM Digital Library) and one indexer (Scopus). IEEEXplore (IEEE) is a powerful online resource for accessing scientific and technical publications produced by the Institute of Electrical and Electronics Engineers and its publishing partners. ACM Digital Library (ACMDL) is also an online resource that serves ACM members and the computing profession with leading-edge publications, conferences, and career resources. According Scopus' host (Elsevier) homepage, Scopus is the largest abstract and citation database of peer-reviewed literature.

3 Data Collection Process

In this section, we describe how we carried this investigation, including the strategy used to define the search string, the selecting of the relevant papers, and the process adopted to select other similar SS and compare the results.
3.1 Search String Definition

We adopted the string defined by Dieste and Padua [5], because of the similarity with our study. They adopted precision and sensitivity measures in the evaluation of the strings. While sensitivity measures the fraction relevant material (i.e., papers) retrieved, precision measures the fraction of the material retrieved that is relevant. We adopted the string with higher precision value, because we noticed that the use of the word “experiment” leads to a huge amount of data and perhaps it could turn our work even harder. Table 1 shows the main strings presented by Dieste and Padua [5]. We adopted the string of the first line.

Table 1. Initial search string [5].

<table>
<thead>
<tr>
<th>Search String</th>
<th>S</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>experiment OR experimental study OR experimental analysis OR experimental evidence OR experimental setting</td>
<td>83.3%</td>
<td>20.7%</td>
</tr>
<tr>
<td>experiment OR empirical study OR empirical OR empirical evaluation OR experimentation OR experimental comparison OR experimental analysis OR experimental evidence OR experimental setting</td>
<td>93.3%</td>
<td>17.6%</td>
</tr>
</tbody>
</table>

S: Sensitivity; P: Precision

Table 2 shows the numbers of papers retrieved in our searching. First, we show results using exactly the same string proposed by Dieste and Padua [5], considering the range of year lasting from 2003 to 2012. As we can see, the number of papers retrieved was very high. Therefore, we tried two other strategies. First, we restricted to papers only on the field of “Computer Science”. Also in this case, the number of papers made impractical the realization of our study. Finally, we introduced the term “Software Engineering” and limited our searching to the year of 2011. By convenience, as we started this study on the year of 2012 we decided to investigate the problem for the year of 2011.

3.2 The Selection Process of Controlled Experiments

**Human Resources.** The selection of papers was made up by graduate students enrolled in the Experimental Software Engineering course, of the Computer Science program at Federal University of Bahia. We defined the protocol, controlled the distributions of papers and supervised the process. The students receive grades for their participation in the study.

We applied the activity with students from two classes: (i) the second term of 2012 (2012.2) and (ii) the first one of the year 2013 (2013.1). In total, 57 students worked on the data collection, 28 from 2012.2 class and 29 from 2013.1 class. The students had to analyze the papers recovered by the search with
Table 2. Initial results of the automated search.

<table>
<thead>
<tr>
<th>EDS</th>
<th>Years</th>
<th>Search String</th>
<th>[5]</th>
<th>CS</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scopus</td>
<td>2003-2012</td>
<td>2.820.467</td>
<td>277.281</td>
<td>16.120</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2011</td>
<td>.</td>
<td>.</td>
<td>2.410</td>
<td></td>
</tr>
<tr>
<td>IEEEX</td>
<td>2003-2012</td>
<td>432.372</td>
<td>295.335</td>
<td>15.807</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2011</td>
<td>.</td>
<td>.</td>
<td>2.177</td>
<td></td>
</tr>
<tr>
<td>ACMDL</td>
<td>2011</td>
<td>.</td>
<td>.</td>
<td>1.093</td>
<td></td>
</tr>
</tbody>
</table>

CS: Only Computer Science; SE: Added “Software Engineering”

the string previously defined. Then, they identified relevant papers according to inclusion/exclusion criteria, which was the same presented by Sjøberg et al. [22]. The 2012.2 term students analyzed 2410 papers from the Scopus library. In addition, the 2013.1 term students analyze 1093 papers from the ACMDL, as well as, 2177 papers from the IEEEX.

**Training.** The students were trained during the course. Besides systematic literature reviews and mapping studies, the Experimental Software Engineering course discussed controlled experiments deeply. In addition, we asked to the students to read important papers in this area, such as the Sjøberg et al. [22] and Jedlitschka et al. [9]. Such reading provides a broad comprehension of controlled experiments.

During the training, we presented the selection process. Figure 1 illustrates our process. We used the search string to build an Initial List of Papers, then together we (researchers and the students trained) processed this list of papers in three subsequent phases: (i) the Studies Selection Phase; (ii) the Consensus Phase; and (iii) the Data Extraction Phase. In the end of the process we transformed the initial list papers in two lists: (i) one with the rejected papers; and (ii) other with the accepted papers (the relevant papers for our study).

**Studies Selection Phase.** After the training we presented the protocol of our study. The protocol was based on the mapping study presented by Sjøberg et al. [22]. Then, the students received a spreadsheet with basic information of each paper retrieved from EDS, including id, title, abstract, keywords, authors, number of pages and publishers.

Two students revised each paper simultaneously and independently. By using basic combination, we arranged all possible pairs of students and randomly assigned pairs of students to papers. Then, we sent a list of papers designed for each student, individually. This increased the difficult of a student find the others reviewers of the paper assigned to him/her.

The first task assigned to the students was judge the list of papers according to the study protocol. They had to mark each paper with accept, reject or doubt. In the case of rejection, they had to pinpoint which exclusion criterion was adopted. Afterwards, each student individually returned his/her list of papers with the judgment attached.
After gathering the students' judgment, we processed the answers with the following criteria. Papers judged by both reviewers as “accepted” were considered as a relevant paper. In this case, the paper follows to the “Extraction Phase”. On the other hand, papers judged by both reviewers as “rejected” were disregarded to the next phase. Furthermore, whatever other combination of revisions were considered to following phase, before the “Extraction Phase”. This intermediate phase we called “Consensus Phase”.

**Consensus Phase.** We used this phase to discuss the papers judged as “doubt” in the “Studies Selection Phase” and papers that produced disagreement among reviewers. We did this randomly rearranging the students in pairs. The papers were also randomly redistributed. We carried the paper redistribution independently from the initial distribution in the selection phase. Thus, each student pair received a new list of papers to review. Differently from the previous phase, this time the student pair worked together to solve doubts and disagreements from the previous reviewers.

We performed the consensus phase in a lab. Each pair analyzed the papers considered to this phase with the supervision and support of one researcher signing this work. The supervision helped us to mitigate new doubts and to make sure only papers of our interest were judged “accepted”. Only in case of insufficiency the basic information to solve the doubts the papers were downloaded and read. After this phase, we started the “Data Extraction Phase”.

**Data Extraction Phase.** In this phase we downloaded all the papers judged as “accepted” in the previous phases. We repeated the process of arrangement and papers redistribution to the pairs. During this phase, after a detailed reading, the students detected some papers out of the scope of this study and asked one researcher to reject them through a mailing list. The researchers defined about the paper rejection. This phase helped to increase the confidence on the set of
relevant papers. We do not detail the extraction phase because is out of scope of this work.

3.3 Secondary Studies Selection

We compared our results with other SS. We rely this comparison on several studies found on two tertiary studies carried by Kitchenham et al [14][15]. While the first one [14] points out 35 SS, the second one [15] points out 20. From these 55 studies we selected those using general terms in the topics addressed in the papers. At first, we used titles and abstracts to decide whether the studies should be used or not to extract information about search strategies and selection phase. Then, we downloaded the candidate SS to read and decide if they had similar characteristics of our study, i.e., if they are broad and with general terms. Additionally, the authors discussed such study selection to avoid irrelevant papers in the comparison. In the end, we extracted data from 8 out of 55 initial SS and from the tertiary studies [14] and [15].

4 Results

In this section, we present the results of our study, considering each of our research questions.

4.1 EDS Results Overlapping

Our first research question addressed the overlap among the papers retrieved by Scopus, IEEExplore and ACM DL. Is there an overlap among them? In other words, how many papers published in one EDS were also available in the others? Figure 2 shows the answer, which we discuss next.

First, by observing the number of papers retrieved by each of the EDS we found that Scopus and IEEEx had similar values (2410 and 2177, respectively), but ACM DL had a smaller amount of papers (1093) (Table 2). Afterwards, we analyzed the uniqueness and the overlapping of papers along the results of each EDS. Figure 2(a) shows their overlap, which is characterized as follows: 135 papers appeared in the ACM DL and Scopus; 35 appeared in ACM DL and IEEEx; 249 appeared Scopus and IEEEx; and 11 papers appeared in ACM DL, IEEEx, and Scopus. Therefore, 5239 (912+35+1882+135+11+249+2015) out of 5680 (2410+2177+1093) were unique papers.

These numbers show that the overlap on the raw results of the EDS was low. If we consider the total papers that we found, the number of common papers was insignificant, since 11 papers represent only 0.21% of the total (5239). Additionally, the best relation found takes place between IEEEx and Scopus. Considering the total number of papers that we found in both EDS, there were 260 (11+249) out of 4327 (35+1882+135+11+249+2015), representing just 6.0% of overlapping.
We also analyzed the uniqueness and the overlapping after the studies selection phase (Figure 2(b)). In that phase, we selected 15 papers from ACMDL, representing 1.4% of its 1093; 46 papers from IEEEX, representing 2.1% of its 2177; and 59 papers from Scopus, representing 2.4% of its 2410. There were 2 papers simultaneously in ACMDL and Scopus, which corresponds to 2.8% of the total of 72 (13+24+53) papers and 4 papers simultaneously in IEEEX and Scopus, which corresponds to 4.0% of the total of 101 (42+24+53) papers. After selection of relevant papers, the total of unique papers was 114 (2.2% of 5239).

![Fig. 2. Number of papers and intersections among EDS.](image)

### 4.2 Search Strategies Relying on EDS Combination

Next research question addresses the strategies that aim at maximization of the number of papers reached while carrying a SLR. In other words, is it possible to optimize the results by combining EDS? First of all, we calculated values of sensitivity and precision for each combination among the three EDS. We consider our universe set \( |U| = 5239 \), the number of relevant papers \( |R| = 114 \) and the number of irrelevant papers \( |I| = 5125 \). For this analysis, we disregard the relevant papers that our string was unable to retrieve, i.e., we are considering to have found all relevant papers.

Table 3 shows the values of precision and sensitivity for each EDS, as well as the values regarding its possible combinations. The values of sensitivity increase as soon as we combine the EDS. For instance, ACMDL itself reached 13.2% of sensitivity (15 papers out of the 114 relevant) and its combination with IEEEX reached 53.5% (61 papers out of the 114 relevant). This happens for all combinations, which was predictable, since we detected a lack of overlap among the search machines when addressing the RQ1.

Dieste and Padua [5] inferred four scales to evaluate search strategy from previous studies carried in the medicine field (Table 4). We adopt their scale as parameters to evaluate the quality of search strategies. They believe that researchers should aim to reach the optimum strategy thresholds or, at least,
Table 3. Values of sensitivity and precision

<table>
<thead>
<tr>
<th>Search Machines</th>
<th>Sensitivity Values</th>
<th>Sensitivity %</th>
<th>Precision Values</th>
<th>Precision %</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACMDL</td>
<td>15/114</td>
<td>13.2%</td>
<td>15/1093</td>
<td>0.3%</td>
</tr>
<tr>
<td>IEEEX</td>
<td>46/114</td>
<td>40.4%</td>
<td>46/2177</td>
<td>0.9%</td>
</tr>
<tr>
<td>Scopus</td>
<td>59/114</td>
<td>51.8%</td>
<td>59/2410</td>
<td>1.1%</td>
</tr>
<tr>
<td>ACMDL ∪ IEEEX</td>
<td>61/114</td>
<td>53.5%</td>
<td>61/3224</td>
<td>1.2%</td>
</tr>
<tr>
<td>ACMDL ∪ Scopus</td>
<td>72/114</td>
<td>63.2%</td>
<td>72/3357</td>
<td>1.4%</td>
</tr>
<tr>
<td>IEEEX ∪ Scopus</td>
<td>101/114</td>
<td>88.6%</td>
<td>101/4129</td>
<td>1.9%</td>
</tr>
<tr>
<td>ACM ∪ IEEEX ∪ Scopus</td>
<td>114/114</td>
<td>100%</td>
<td>114/5239</td>
<td>2.2%</td>
</tr>
</tbody>
</table>

the acceptable strategy values. Our results did not reach any of those thresholds. This fact might indicates that we cannot define an optimal search strategy based on EDS to such kind of secondary studies.

Table 4. Search Strategy scales [5].

<table>
<thead>
<tr>
<th>Strategy type</th>
<th>SR</th>
<th>PR</th>
<th>Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Sensitivity</td>
<td>85-99%</td>
<td>7-15%</td>
<td>Maximum sensitivity despite poor precision</td>
</tr>
<tr>
<td>High Precision</td>
<td>40-58%</td>
<td>25-60%</td>
<td>Maximum precision despite poor sensitivity</td>
</tr>
<tr>
<td>Optimum</td>
<td>80-99%</td>
<td>20-25%</td>
<td>Maximization of both ranges (sensitivity and precision)</td>
</tr>
<tr>
<td>Acceptable</td>
<td>72-80%</td>
<td>15-25%</td>
<td>Good enough sensitivity and precision</td>
</tr>
</tbody>
</table>

SR: Sensitivity range; PR: Precision range.

4.3 Comparing Results on Secondary Studies

The last research question addresses if there is any pattern in terms of the amount of selected papers among different SS. In other words, we looked for similarities among our study and the results achieved by other studies. We extracted a set of secondary studies using general terms and covering a wide range of years from Kitchenham’s works [14] [15]. Table 5 shows the chosen related studies.

Table 6 shows the range of years and the total amount and relevant papers of each SS we chose to analyze. Only one [15] out of ten reviews adopted an automatic searching. Two ([18] and [19]) adopted a mixed strategy by using both, manual and automated approaches. Another four adopted only manual search [14][20][8][25], and three studies lack on discuss its strategy of research.
Table 5. Studies chosen, based on generic terms or widely (in years)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>[14]</td>
<td>Assess the impact of systematic literature reviews in EBSE</td>
</tr>
<tr>
<td>[18]</td>
<td>Investigate the rigor of claims arising from Web engineering research</td>
</tr>
<tr>
<td>[20]</td>
<td>Examine the state of computer science research</td>
</tr>
<tr>
<td>[25]</td>
<td>Analyze quantity and quality of empirical evaluations</td>
</tr>
<tr>
<td>[10]</td>
<td>Analyze the maturity level of the knowledge about testing techniques by examining existing empirical studies about those techniques</td>
</tr>
<tr>
<td>[2]</td>
<td>A review paper on the software inspection process. It also examines experimental studies and their findings</td>
</tr>
<tr>
<td>[15]</td>
<td>Provide an annotated catalogue of SLRs available to software engineering researchers and practitioners</td>
</tr>
<tr>
<td>[4]</td>
<td>Examines the maturation of the software architecture research area</td>
</tr>
<tr>
<td>[8]</td>
<td>Provide an assessment of the status of empirical software research</td>
</tr>
<tr>
<td>[19]</td>
<td>Assess the effects of software reuse in industrial contexts</td>
</tr>
</tbody>
</table>

In these last three studies, they present theoretical discussion about an specific area and perhaps the authors searched for the most important and well known papers of those areas.

Table 6. Studies based on generic terms or widely (in years) to identify a mapping of an area

<table>
<thead>
<tr>
<th>Reference</th>
<th>Strategy</th>
<th>Period</th>
<th>Results</th>
<th>PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18]</td>
<td>Mixed</td>
<td>No more than 2 years for journals and proceedings, and 9 years for IEEEX and ACMDL</td>
<td>unclear</td>
<td>173</td>
</tr>
<tr>
<td>[10]</td>
<td>Ad-Hoc</td>
<td>25 years</td>
<td>unclear</td>
<td>unclear</td>
</tr>
</tbody>
</table>

Regarding the number of selected papers, only Zannier [25] presented the fraction of relevant papers in the amount of selected papers (5%). Only Kitchen-
ham et al. presented the amount of primary studies selected (0.8% and 1.9%, respectively). In our case, primary studies represent 2.2% from the papers retrieved by the EDS. For all cases, primary studies represent less than 5%.

## 5 Discussion

The first observation we done was related to differences on results for each EDS. We found best measures for Scopus, than ACMDL and IEEEX. This can be explained by the differences between the use of publishers and indexers. Scopus is an indexer subscribing other different sources. Due this, it more likely this kind of EDS found more relevant (and irrelevant) papers. An aspect that might be considered is the relationship between the relevant and irrelevant new papers. This is also dependent of the quality of the papers and it is another confounding variable to be considered in SS.

Our empirical results also evidence one of the aspects that make a SS so hardly work, specially for cases where terms are generics or non standardized. To get more embracing results it is necessary to combine different EDS. This seems prohibitive. It is almost impractical to combine a significant number of EDS in opposite to a limited search based on small number of EDS or a manual strategy. For us, this indicates that, like in other experimental methods, SS related to similar topics are necessary to guarantee more confident conclusions. This is not very usual. Wohlin et al. [24] address this subject, comparing two mappings studies on the same topic.

Another important finding is that the current SS have been strongly biased in their search strategy. One evidence is the low overlapping among EDS. The Figure 2 shows that there was not papers subscribed by the three EDS adopted in our study, after the selection phase. This can be expected in many other SS, because ACMDL and IEEEX are publishers, not indexers. Another evidence of bias in SS is the low precision values for each individual EDS added to the lack of studies that combine high number of EDS. We believe that more empirical studies are necessary to produce a benchmark of sensitivity and precision on the EDS combination. This would help researchers in the definition of their search strategy and would help to mitigate the bias of search strategies in secondary studies.

Finally, the analysis of the other SS (as presented in Section 4.3) reinforced our belief that the problem of bias on search strategies in SS needs to be discussed. The small number of precision obtained by other SS is in according to our study. We consider that this can motivates other discussions on the topic.

## 6 Limitations

We detach three limitations of our study. The first one is the adopted selection method to identify relevant papers. We presented the method in Section 3.2. It was unusual method. The selection was performed with two groups in two semesters and small differences on the process occurred. Some aspects mitigate
this limitation. The process was evaluated by the course professor and we had long time to select relevant papers independently by each participant, with a supervised consensus phase in a lab, including extracted data from the selected papers, which we did not discuss in this paper because is out of scope.

Another limitation is related to the use of an extensive number of graduate students. Their motivation was not related to the research, but to the course work. However, we highlight that many graduate students have to perform SLRs, therefore, it is true they hold interest in whole process.

We also have to consider the search string. We defined our search string based on the Dieste et al. [5] study and added the term “Software Engineering”. Due to problem of generalization we do not know how much near from the ideal relevant papers we are. But, despite this, we believe that because we are based on another study, our string search is in accordance with the controlled experiment topic.

Lastly, we did not perform a tertiary study identifying a set of SS in Software Engineering. We based on two other studies, with limited search strategies. However, we believe that these studies are relevant because their topics were very specific instead of general; and the authors are highly referenced in Experimental Software Engineering. Despite the subjectivity of our tertiary studies selection criteria the authors discussed the choices to mitigate threat to validity.

7 Related Works

Sjoberg et al. [22] reported upon the state of how controlled experiments in software engineering were conducted and the extent to which relevant information was reported. They selected 103 papers out of those published in 12 leading software engineering journals and conferences in the decade from 1993 to 2002 (5,453). The selected papers report controlled experiments in which individuals or teams performed one or more software engineering tasks. This work highly influenced later works, such as (i) Dieste and Pádua [5], which used Sjoberb’s work as a gold standard, (ii) and four systematic reviews based on the same set of controlled experiments [11][12][7][6].

The Dieste and Pádua [5]’s work is close to ours, in the sense that they analyze the optimality of search strategies for use in systematic reviews. From different combinations of terms, they evaluated sensitivity and precision of several search strategies aiming to find an optimum strategy. They identified trends and weaknesses in terminology used in articles reporting experiments.

Chen et.al [3] compared papers found in different EDS and proposed metrics to characterize them. They proposed an initial set of metrics for characterizing the EDS from the perspective of the needs of secondary studies. Other works compare EDS, but not from the perspective of primary sources for secondary studies. For instance, Achambault et.al [1] compared two EDS from the perspective of the bibliometric statistics and Meho and his colleagues [16][17] investigate citation counting and ranking, and h-index of human-computer interaction researchers and impact of information studies based on Scopus and Web of Science.
8 Conclusion

In this paper we investigated the population selection problem through conducting a SS on controlled experiments in software engineering. We took this path in order to carry a quantitative analysis on the overlapping of papers from three different electronic sources: IEEEEX, ACMDL; and Scopus. Our results showed minimum overlapping and no effortless combination of EDS at all to conduct such kind of secondary study.

We concluded that researchers should resort of completeness to work with a feasible set of papers to review. Specially, in secondary studies searching literature by containing general and no standardized terms, such as “controlled experiments”. In other words, the presence of general terms in the search string lead search matching to unfeasible sets of papers to review. For instance, with the only three electronic sources that we used in this study, we reach 5239 unique papers published in the year of 2011 that might contain relevant content to our research. In fact, only 2.2% of them do matter to us.

In addition, we compared the percentage of relevant papers selected of our findings with other SS. We concluded that such values seemed to be a trend on such kind of studies. Therefore, we advocate the need of different secondary studies in the same research field to accomplish a broad view of the literature.

Unfortunately, additional work is needed regarding the secondary studies population selection problem. In future work, we may work towards to create a benchmark of thresholds, it would allow researchers to compare his secondary studies with different others previously carried.
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