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Después de este tutorial, podras :

Definir RE y su describir su
importancia.

Definir NLP y sus areas de accion.

> ¢ Conocer el estado del arte en la
~ relacién entre NLP y RE.

scribir las contribuciones
t@nciales de NLP para RE.

S prikcipales desafios para la
: :'1%"2‘:-& "\_\l E.
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RE NLP Survey Challenges

Software Engineering Process

software R % acceptance

requirements

tuncuonal

| éxito o falla de un
proyecto de software es
altamente dependiente de
la fase de Ingenieria de
Requisitos.

* Esunadivision del trabajo de desarrollo de software en distintas fases (o etapas) que
tienen actividades las cuales persiguen una mejor planificacion y administracion.
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RE NLP Survey Challenges

Increasing Cost of Defects
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RE NLP

Survey

Cost of Correcting Defects

§16,000 ¢

Costs of Correcting Defects

Solree: B, Boekm and V. Bask, “Software Defect Reduction Top 10 List” IEEE Gomputer

Challenges
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RE NLP Challenges

Defects Introduced

Where does it hurt?

'_"'fﬁéuﬁain is herel = Thisis too late...
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RE NLP Survey Challenges

Requirements Engineering

DEFINITION %rements engineering is the br software engineering
concerned with the real-world goals for, functions of, and constraints on software
systems. It is alse FAnrara7 A yith bl walos oo Lo ToE t!‘.;gc laciui s to precise
specifications of softwa’e behavior, and to their evoiution over ume and across
software families. &)

w specifications” “Evolution over time and

— prOVItTe the basis for: across software families.
. the ‘why’ as well as e Analysing requirements, * achanging world
* the ‘what’ of a system. « Validating that they are indeed what and the need to
. stakeholders want, reuse partial
e Defining what designers have to build, and specifications.

* Verifying that they have done so correctly
upon delivery.
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RE NLP Survey Challenges

Requirements Engineering Process

Set
1 policy
objectives

* The use of the term
. . . domain facts
engineering in RE serves \Q;:memems
as a reminder that RE is 3 it
an important part of an i
engineering process.

users

enterprise
models
Analyse
and model
business

managers

requirements
and fact list

4 Apa_lyse refined
requirements

unresolved problems requirements

; Model
7 I\Tegotlate requirements
requirements Requirement and domain
specification

validated
requirements

6 Validate

requirements

conceptual model and

. requirements specifications
agreed vplidated

requirgments

Sutcliffe, Alistair G. (2014): Requirements
Engineering. In: Soegaard, Mads and Dam, Rikke
Friis (eds.). "The Encyclopedia of Human-Computer *  Real-world problem
Interaction, 2nd Ed.". Aarhus, Denmark: design Appropriateness and cost-
effectiveness of the solution
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RE

NLP

Survey

Challenges

RE draws on the cognitive and social sciences

This provides an
understanding of the
difficulties people
may have in
describing their
needs

This provides an
understanding of the
political and cultural
changes caused by
computerisation

Cognitive
psychology

U

Sociology

o

Anthropology

U

Linguistics

J

This provides a
methodological
approach to
observing human
activities

This is important
because RE is largely
about communication

The context in which RE takes place is usually a human activity system, and the

problem owners are people.

Requirements Engineering|

©Universidad de La Frontera




RE NLP

Survey Challenges

Requirements Engineering Process

Requirements Engineering|

Requir ements
elicitalion and
anal ysis

Feasibility
atud v

Fequir ements
¥ specification
Feasibility Requir ements
report wvalidation
Y
System
moxdels
Y
User and system
requirements
h
Reguir ements
£ document
|. Sommerville, RE Process
Strategic & . .
Operational Demand Project & Portfolio Management

Requirements Definition & Management

ANALYSIS

Prigritization | Verify |
Eisk | Estimation

ELICITATION SPECIFICATION VALIDATION

Technigue | Stakeholders | Detail Requirements |
System Boundaries | Business Madel Scenarios | Review | Signoff | Baseling
Glossary Use Case Model | Prototype

C e

Storage | Linking/Trace | Measure/Audit | Reporting/ Documentation | Security

Micro Focus CaliberRM™ - Enterprise Software Requirements Management System
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RE NLP Survey Challenges

Requirements Engineering Process

* [dentify system stakeholders, stakeholder goals, needs, & expectations
= [dentify system boundaries

Requirements
Elicitation

Requirements Analysis

Architectural Design &
L= Conceptual Modeling |- Requirements -
Allocation

Requirements

Requirements
Negotiation

Classification

» Enterprise modeling = Behavioral modeling

; i ; = Mon-functional requirements
* Data modeling * Domain modeling

Requirements

D Specification
_' ™ 5 /;\ X .

» Bequirements reviews
* Frototyping

» dodel validation

» Acceptance tests

Requirements
Validation

(design & implementation of acceptance tests overlag
the requirements process & the testing process)

http://www.phoenix.tc-ieee.org/015_Methodology_and_Systems_Management/SwE_workflow.html
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RE NLP Survey Challenges

RE Process -> Elicitation

Requirements Identify system stakeholders, stakeholder goals, needs, & expectations
Elicitation Identify system boundaries

Requirements Analysis

Architectural Design &
| Conceptual Modeling Requirements -
Allocation

Requirements

Requirements
Negotiation

Classification

» Enterprise modeling = Behavioral modeling

; i ; = Mon-functional requirements
* Data modeling * Domain modeling

Requirements
Specification

* Hequirements reviews
* Frototyping

» Model validation

* Acceplance tests

Requirements
Validation

v
One of the most important goals of

elicitation is to find out what problem
H . \ ] I.I Ii L .= 2, -\rl ] -ﬁ e 4 L ; :"' .. I|I.||II .
needs to be solved, and hence identify fdesign '5: mplementation of acceplance fests overlag
. the f[‘qt.l'.l.r'-:"'.l'u"lf'n'?.'.ﬁ PrOCess & the fl:'.'t'f.l.l'.'f,.'{ II".I."li:'l:'li":"-.":'J
system boundaries.
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RE NLP Survey Challenges

Requirements Elicitation Problems

* Problems of scope
— the boundary of the system is ill-defined
— unnecessary design information may be given

* Problems of understanding
— users have incomplete understanding of their needs
— users have poor understanding of computer capabilities and
limitations
— analysts have poor knowledge of problem domain
— user and analyst speak different languages
— ease of omitting “obvious” information
— conflicting views of different users
— requirements are often vague and untestable, e.g., “user friendly” and
“robust”
* Problems of volatility
— requirements evolve over time
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RE NLP Survey Challenges

RE Process -> Elicitation

 A) BOUNDARIES - Identifying and agreeing a system’ s
boundaries affects all subsequent elicitation efforts.

— The identification of stakeholders and user classes, of goals and tasks,
and of scenarios and use cases all depend on how the boundaries are
chosen. P

grammer/A H Project Leader
: Software Error

Tracking System

Prog
(SETS)
i<_. e
Tester A‘A"'-,_. / *

BOUNDARY Eman i P i
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RE NLP Survey Challenges

RE Process -> Elicitation

 B) IDENTIFYING STAKEHOLDERS-
individuals or organisations
who stand to gain or lose from
the success or failure of a
system —is also critical.

— Stakeholders include:

» customers or clients (who pay for the
system),

» developers (who design, construct
and maintain the system), and

* users (who interact with the system
to get their work done).

Alexander, |., "Stakeholders: who is your system for?," Computing &
Control Engineering Journal , vol.14, no.2, pp.22,26, April/May 2003

. ; ] © Ricardo Gacitua
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RE NLP Survey Challenges

RE Process -> Elicitation
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Eliciting goals focuses the requirements engineer on the problem domain and the needs of the stakeholders, rather than on possible
solutions to those problems.
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RE NLP Survey Challenges

RE Process -> Elicitation- Goal categorization

Goal

7N

Functional qr:ral Hon fu nrctn:mal goal

_,_,_J—"_F; / ¥ . Vg
W L s R Stimulus- F'.es;mnse ,r—“f Maintainabil ity
Satisfaction  Information //
develnpmen: Deadline

C‘luahw of SENrCE compliance stk itacioral \ ~yariability
‘ \ Cost
/ \ T Accuracy Distribution
Installation
Safew Securrtv Reliability Perﬁ::rmance Interface
Confidentiality Availability  Time | Space \ \
Integrity Cost User Dewice Software

interaction interaction interoperability

Usability Convenisnce
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RE NLP Survey Challenges
RE Process -> Elicitation - Use Cases to represent

user tasks
e subject, system boundary
* |tis often the case that users Y
. . . oo . «Subsystem»

find it difficult to articulate Checkout

their requirements. @
« Arequirements engineer can multplety cexdends 7 _extend relationship

. ey . . association S

resort to eliciting information ., \ /_R

about the tasks users currently \,],_1 1.0 Checkout e

perform and those that they \r/ ™ s

might want to perform. Customer dncluden Clerk |

include  —T Payment - ﬂ ij
relationship . _g #__-J;:J
7 mult 1Iu|w Payment Service
use case” -
~_1 Manage
g Users
© uml-diagrams.org
Administrator
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RE NLP Survey Challenges

RE -> Modelling and Analysing Requirements

Requirements * [dentify system stakeholders, stakeholder goals, needs, & expectations
Elicitation = [dentify system boundaries

Requirements Analysis

Architectural Design &
Requirements
Allocation

Requirements
Negotiation

Requirements
Classification

Conceptual Modeling

e Enterprise modeling  # Behavioral maodeling

; i ; = Mon-functional requirements
* Data modeling * Domain modeling

Requirements
Specification

* Hequirements reviews
* Frototyping

» Model validation

* Acceplance tests

Requirements
Validation

Modelling — the construction of abstract
f:lescrlptlon.s that' are amenable to o (design & implementation of acceptance tests overlag
interpretation —is a fundamental activity the requirements process & the testing process)

in RE.
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RE NLP Survey Challenges

RE -> Modelling and Analysing Requirements -

Processes | HE
« A) Enterprise ; :

[ i ) J
Modelling - _- ] ]
Enterprise modelling j s g i 5

. |ccownerofs>  <<inttistor pf=s i
and analysis deals : e B |
Wit h * d > - <<flow=z B <<flows=x ; V', .......fif.lgf\L?i ______ % a
. > T :» j el ) ) -
— understanding an 3| Defe por
organisation’ s ARl e i
structure; 0
— the business rules that |* J
affect its operation;  Wia
— the goals, tasks and ! o Y A — ok
responsibilities of its ==
constituent members; 5|0
a n d Property Value
. . Name Boolerave\
— the data that it needs, L 4
generates and i — r
m a n | p u I ates . kpi execution time: failure rate: _. . ) .
used resources travel portfolio: Travel Agency IS
fand chent
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RE NLP Survey

Challenges

RE -> Modelling and Analysing Requirements -

- B)Data Modelling -
Decisions need to be made about
what information the system will
need to represent, and how the
information held by the system
corresponds to the real world
phenomena being represented.

— Data modelling provides the
opportunity to address these

BankAccount

oWrer : String
balance | Dollars

reposit { amaunt ; Dollrs )

witharawal [ amount | Dolars |

b

issues in RE.

CheckingAccount

SavingsAccount

insLfficientFundeFee ; Dollars

annualinteresate ; Percentage

processCheck { checkTaProcess ; Check )
witharawal ( amaunt ; Dollars )

depasitanthlylnterest { )
witharawal (amount ; Dallrs )

Requirements Engineering|
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RE NLP Survey Challenges

RE -> Modelling and Analysing Requirements -

act CodeGeneration /

* C) Behavioural Modelling

— Modelling requirements often o

involves modelling the dynamic or
functional behaviour of stakeholders ‘ —

and systems, both existing and [ J }
current5tate = root of state machine get next substate of current state pTT——

required

Hin

cumentState 'state subState exist? subState code generation :
H generate code for state
|
:generate code for state be] Fh
[ne]
l.h get next transition of current state

fransition exists?
[ne] :

lyee]

Write transition code
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RE NLP Challenges

RE -> Modelling and Analysing Requirements -

Loan Processing Application Domain Model

* D) Domain Modelling - A

Survey

. . e . loanld ; long F;Eﬁg:\zce Borrower
Ut Stri i
significant proportion of the RE process [mare™ | e T eyt 2o
loandmournt © BigD ecimal Hirsthlame : String

=il : String

o . o purchasePrice : BigDecimal
is about developing domain e i
p g propertydddress | Sting FundingServicelmpl lemailaddress : Sting
1 Hoanld : long
. . . ' Jénan \oanb
crrover horover
descriptions. A model of the domain 1 T »
HF undingR equest fundnogReguest 1 1
. . . 1 rprocessloanF undinal) 1
provides an abstract description of the N s
LoanRepository BomowerR epository
. . . . 2] +had()
world In which an envisioned system et Undecwithgecision e
+oteletef) P +upcatef)
Hioanld ; long deloh
Hoa) FuncerwitingD ecision © Sting +oicktet)
- ZF Freason © String
will operate. E— |
L oanR epository.Jpalmpl 1 B orrowerRepository Jpalmpl
Ertitylanager em HE rtitytd anacier em
[Hload() FundingRequest HHaac(l
rac’) HundingTxnld : long Hadd()
rupcistel) Haanld : long prupdate])
relete() HundType © String [rolelete)
Hunding&mount ; BigD ecim al
HirstPaymentDate : Date
Herminhionths : int
HmonthlyPayment | BigDecimal
ProductRate r
productRateld : long 1
productGroup ; String 1
producthlame : Sting
interestRae : double PrT——
minLoandmaount : BigD ecimal Fundi uesti enosit
maxloandmount | Bighecimal mu';‘ ngReq oot
minCredits cors : int 2]
+addl)
tloadP rodudR stes) +updatel)
+delete)
FundingRepositony Jpalmpl
£ rtitytd snacer em
+oad)
)
+updlate()
+cleletel)

© Ricardo Gacitua
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RE NLP Survey Challenges

RE -> Modelling and Analysing Requirements -

* E) Modelling Non-Functional Requirements (NFRs)

- Non-functional requirements (also known as quality requirements) are generally
more difficult to express in a measurable way, making them more difficult to analyse

. @ [SR:::|
Software —
i @z, o=
Quality | etk TR
| /
| Satety 4 Satoty e, Safoty
| [Room. [Room. £ gt [Room
I | | [ | ] [ - @I e = /@\ et IE:::':T:T";.
gﬁ'.fﬁ;’:ﬂmonu 14 lux] : P i \\‘\ ":,/ ‘\‘
bunctional | Reliabilty | Performance § Operability §| Security  |{Compatiblity}  Maintain- Tfaﬂﬂmhimyl LY
itabi il (S} oo G5 . ahe B
Suitability efficiency ability B e ons. LS Mowen (G} Mo
Got infermad] Sel room as occuplod]

—

pgropriateness )l Avalabity Time-  ||Aopropnateness|| Confidenfially || Replaceabiity || Modulanty Portabilty
Bcowacy || Faultiolerance || behaviour || recognisabiify (|  Inlegely || Co-sustence || Reusebility || Adaplabilty
Comgliance (| Recoverabdfy || Resowve- || Leamabity || Nom-repudiation || nferoperabity || Analyzabiity || Installablity
Gompliance || ublisalion || Easeofuse || Accouniabiity || Compliance || Changeabiity || Compliance

L nortabiliy
ystem] Isystem]

Evaluahe
mput sahs,

Complanc || Helpfiness || Auhenticty Modiication
Allractmenis ﬁﬂﬁp ARG Htabidy
Tuchmeal Testabilty
accssibiity Comgliance
Compliance

eplicate sl replicata
.
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RE

NLP

Survey

Challenges

RE -> Modelling and Analysing Requirements -

F) Analysing Requirements Models - A primary benefit of modelling

requirements is the opportunity this provides for analysing them determining
whether the stated requirements are clear, complete, consistent and
unambiguous, and resolving any apparent conflicts.

to structure large amounts

to support navigation

to one another

for conflicts
for correlation

| for dependencies

for level of detail

functional
; . for additional information
non-functional Packaging Linking
design constraints for instance to group by standard topics ocelcments
- screen prototypes
interface to other artefacts -
r ri
hardware/software user stories
use cases
one to one, one to many and many to many use of discriminator
using terms from the dictionary
correlating with model elements Normalizing .
nor
removing duplicates across stories or use cases PO
y : importance
to be able to focus
criticality
use case 2 H & o
, Requirements Analysis Sorting difficulty
user story to provide context
fi Iy by link T derstand |uti date and time
| requent| inkin o understand evolution
L= o L 2 Clarifying revision
screen prototype . .
to provide an example for other reasons by any combination of attributes
scenario
use of terms from the dictionary
to group corresponding ones
to extract for a particular purpose
to stakeholder/expert for review [ o
process criticality
to team member for processin
e 4l 9 importance
system [
; A Collecti ding t t I
subs m i ignin ctin according to one or more criteria I
bsyste to realization element ssigning 9 for different aspects difficulty
component product I

to product release

to product variant

Requirements Engineering|

https://wiki.eclipse.org/Requirements_Statement
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distributed under Creative Commons
Attribution License

functional/non-functional
design constraints
authorship

for other reasons by any combination of attributes
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RE NLP Survey Challenges

RE -> Requirement Specification

Requirements * [dentify system stakeholders, stakeholder goals, needs, & expectations
Elicitation = [dentify system boundaries

Requirements Analysis

Architectural Design &
| Conceptual Modeling Requirements -
Allocation

Requirements

Requirements
Negotiation

Classification

» Enterprise modeling = Behavioral modeling
* Data modeling * Domain modeling

= Mon-functional requirements

Requirements
Specification

* Hequirements reviews
* Frototyping

» Model validation

* Acceplance tests

Requirements
Validation

Requirement Specification is the
direct result of a requirements

anaIYS|s and can re-f?r t(_) Software {design & implementation of acceptance tests overlap
requirements specification and the requirements process & the testing process)
Hardware requirements

specification
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RE NLP Survey Challenges

RE - Software requirements specification (SRS)

A software requirements specification (SRS) is a comprehensive description of the intended
purpose and environment for software under development. The SRS fully describes what the
software will do and how it will be expected to perform.

 The process of writing down the user and system requirements in a requirements document.

Functional . Nonfunctional
Business
L 4 :
|| Vision & Scope Doc ----------- } ------------------------------- Soﬂware

Requirements
Specification

Template
Ll o v S 0, SO0

H Business
E Rules
User .
Requirem ents

Use-Case Doc sanphonnnnplonnnnnnfunnnnnnnnnnnnnns

g

Interf

: s KLARITI.COM
System Functional .

Requirem ents Requirements /-

SW Requirements
Specification
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RE -> Requirements Validation

Requirements * [dentify system stakeholders, stakeholder goals, needs, & expectations
Elicitation = [dentify system boundaries

Requirements Analysis

Architectural Design &
| Conceptual Modeling Requirements -
Allocation

Requirements
Classification

Requirements
Negotiation

» Enterprise modeling = Behavioral modeling
* Data modeling * Domain modeling

= Mon-functional requirements

Requirements
Specification

Requirement Validation is an Requirements reviews
iterative process which takes Requirements Prototyping

| th hout the lif le of Validation ¥ Model validation
place _rOUg outthe litecycie o Acceptance tests
the project

(design & implementation of acceptance tests overlag
the requirements process & the testing process)
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RE NLP Survey Challenges

RE -> Requirements Validation

e  Boehm’s definition:

- L _ Does the system
— Validation: Am | building the right statement ValldatIOIl Operation & achieve the
system? of need maintenance | ;si
P - husiness goals?
— Verification: Am | building the

system right? L
 Requirements validation is

o — e J Does the system
g et < Vahdamn ty i satisfy the end
difficult for two reasons: requirements osting user's equlrements?
— Philosophical in nature, and L \4
relimin J inteqrati Does the integrated
preliminary < Verlfloation | tegration integ

concerns the question of truth and
what is knowable.

—  design testing = system hehave as per
J | the overall design?

— Social, and concerns the difficulty of
reaching agreement among L

different stakeholders with
conflicting goals.

detailed o unit Do individual software
1 design <VCHﬁCﬂt10n testing == MoOGUIES heNave as
\ per the design?

coding
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RE NLP Survey Challenges

RE - > Additional - Evolving Requirements

* Managing changeis a
fundamental activity in RE.

— Changes to requirements

Project & Portfolio Management

documentation
* Traceability links to monitor and Requirements Definition & Management
control the impact of changes in
different parts of the ANALYSIS
documentation. ' Prioritization | Verify |
Eisk | Estimation
— Managing inconsistency in
) o ELICITATION SPECIFICATION VALIDATION
reqwrements speuﬁca‘uons as
. . Technigue | Stakehalders | Detail Requirements |
they evolve is a major System Boundaries | Business Madel Scenarios | Review | Signoff | Baseline
Glossary Lise Case Madel | Prototype
challenge. A A )

T

Storage | Linking/Trace | Measure/Audit | Reporting/Documentation | Security

©Universidad de La Frontera
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RE - requirements validation session
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RE NLP Survey Challenges

RE Summary

1. SOCIAL SCIENCES: RE draws on the cognitive and social sciences:
— Cognitive Psychology, Anthropology, Sociology, Linguistics

2. BOUNDARIES: The identification of stakeholders and user classes, of goals and tasks, and of
scenarios and use cases all depend on how the boundaries are chosen.

3. MODELS: Models can be used to represent a whole range of products of the RE process.

4. COMMUNICATION: RE is not only a process of discovering and specifying requirements, it
is also a process of facilitating effective communication of these requirements among
different stakeholders.

5. DOCUMENTATION: The way in which requirements are documented plays an important
role in ensuring that they can be read, analysed, (re-)written, and validated.

6. VALIDATION: Requirements validation is difficult for two reasons.

— The first reason is philosophical in nature, and concerns the question of truth and what is knowable.
— The second reason is social, and concerns the difficulty of reaching agreement among different
stakeholders with conflicting goals.

7. CHANGES: Managing changing requirements is not only a process of managing
documentation, it is also a process of recognising change through continued requirements
elicitation, re- evaluation of risk, and evaluation of systems in their operational
environment.
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RE Humour

"HOW TO TORTURE A BLUSINESS ANALYST # 3"
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;S.Despu s de este tutorial, podras :

* Definir RE y su describir su
iImportancia.

. Definir NLP y sus areas de accion.

= gv—Conocer el estado del arte en la
Q-rﬁlacién entre NLP y RE.
=1 DERC ibic las contribuciones
I ciales de NLP para RE.
ipales desafios para la

-G
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Can computational methods aid the understanding
of human language?
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NLP Survey Challenges
Motivation - Natural Language Processing (NLP)

* NLP is the branch of
computer science focused
on developing systems
that allow computers to
communicate with people
using everyday language.

e Also called Computational
Linguistics
— Also concerns how
computational methods

can aid the understanding
of human language.
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NLP
Natural Language Processing

DEFINITION Natural language processing (NLP) is a field of computer science,
artificial intelligence, and computational linguistics concerned with the interactions
between computers and human (natural) languages.
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NLP is a field of computer science, artificial m -'r

intelligence, and linguistics concerned with the ||‘mt =-51|Tuf
interactions between computers and human m
(natural) languages. vEF
e Itis the analysis of human language so that fealum
humans do. hma! mmla[
. . | ‘[
* Many challenges in NLP involve natural language ' P E[
understanding, that is, enabling computers to
input, and others involve natural language a AL v o rnu-n
generation.

computers can understand natural languages as sema l G
n
derive meaning from human or natural language d : mles W

In 1921 , founded the infamous

Christopher D. Manning and Hinrich Schiitze (1999). chain White Castle in
Foundations of Statistical Natural Language Processing.
The MIT Press.




NLP
Information, Knowledge and Wisdom

Survey Challenges
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Contaxt Wisdom
independence

i Understanding
principles

Knowledge

Understanding

Wisdom is not putting it in a fruit salad.

patterns
Information

Understanding
ralations

Dty st {Jrrstanding
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Natural language
Conversational
Contextual

Personal

Works with built-in apps

Dictation anywhere

gz 3G + Wi-Fi

o

Natural Language Processing

subject object
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NLP
Modular Comprehension

—_— ‘;; ous:}c/ _—— Syntax "] Semantics * Pragmatics|—"
sound M el parse literal meaning
waves trees meaning (contextualized)
R T R
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NLP
Ambiguity

* Natural language 1s highly ambiguous and must be
disambiguated.

_ 1 saw the man on the hill with a telescope. T _/\_
r
AL

A s

A
e
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NLP

Discourse
Analysis

Co-reference
Resolution

Automatic
Summarization

Given a sentence,
determine which
words ("mentions")
refer to the same
objects ("entities”)

Produce a readable
summary of a chunk
of text

To identifying the
discourse structure of
connected text,(i,e.
elaboration,
explanation, contrast)."

Natural
Language
Understanding

Named Entity
Recognition
(NER)

Morphological
Segmentation

Separate words into
individual morphemes
and identify the class of
the morphemes.

Given a stream of text,
determine which items
in the text map to
proper names

into more formal
representations such
as first-order logic

Word sense
disambiguation

Sentence Sentiment

breaking

Analysis

Major tasks in NLP

Extract subjective ~ Many words have more

information to than one meaning; we

determine "polarity" have to select the

about specific objectsmeaning which makes
the most sense in context

Given a chunk of text,
find the sentence
boundaries.

Given a sound clip of a person
speaking, determine the textual
representation of the speech

Speech Information

Recognition Retrieval

Convert chunks of text Given an image

Given a sound clip of
a person or people
speaking, separate it
into words

Survey Challenges

Part-of-
speech

tagging

Machine

Translation Seuslis

Automatically Given a sentence, Determine the parse tree
translate text from e part of (grammatical analysis) of a
one human language speech for each word given sentence

to another.

Optical
character
recognition

Question
Answering

Relationship
Extraction

Given a chunk of text,
identify the relationships
among named entities

Given a human-
language question,
determine its answer

representing printed
text, determine the
corresponding text.

Topic
Segmentation
and
recognition

Word
Segmentation

Speech
Segmentation

Given a chunk of text,
separate it into
segments each of
which is devoted to a
topic.

Separate a chunk of
continuous text into
separate words.

This is concerned in
general with the

extraction of semantic
information from text

This is concerned with
storing, searching and
retrieving information

Information

Extraction




Automatic
Summarization

Produce a readable
summary of a chunk
of text

Separate words into
individual morphemes
and identify the class of
the morphemes.

Given a chunk of text,
find the sentence
boundaries.

Speech

Recognition

NLP Survey

Machine
Translation

Discourse
Analysis

Given a sentence,
determine which
words ("mentions")
refer to the same
objects ("entities"

Automatically
translate text from

To identifying the
discourse structure of
connected text, i,e.
elaboration,
explanation, contrast)."

to another.

Natural
Language
Understanding

Named Entity
Recognition
(NER)

Fonvert chunks of text Given an image
into more formal
representations such
as first-order logic

Given a stream of text,
determine which items
in the text map to
proper names

representing printed
text, determine the
corresponding text.

Sentiment Word sense

Analysis disambiguation

one human language

Challenges

Part-of-
speech

tagging

Parsing

Determine the parse tree
(grammatical analysis) of a
given sentence

Given a sentence,
determine the part of
speech for each word

Question Relationship

Answering Extraction

Given a chunk of text,
identify the relationships
among named entities

Given a human-
language question,
determine its answer

Extract subjective
information to
determine "polarity"
about specific objects

more than one Given a sound clip of
meaning; we have to person or people

select the meaning  speaking, separate it
which makes the most /- o1 1c

sense in context

Given a sound clip of a
person speaking,
determine the textual
representation of the
sneech

This is concerned with
storing, searching and
retrieving information

Given a chunk of text,
separate it into
segments each of
which is devoted to a
topic.

Separate a chunk of
continuous text into
separate words.

This is concerned in
general with the
extraction of semantic
information from text

Information

Extraction




NLP
NLP-> Automatic Discourse Analysis

“The study of well-established meanings or
ideas around a topic which shape how we
can [think and] talk about it.” Stephanie

Taylor’s (2010)

For example: Segmentation by thematic

BACKGROUND KNOWLEDGE:
Recent studies indicate ...
... the previously proposed ...

. 1s universally accepted ...

COMNRASTING IDEAS:
. unorthodox view resolves ...
paradoxes ...

In contrast with previous hypotheses ...

. inconsistent with past findings ...

GENERAILLZTMNG:

. emerging as a promising approach
Our understanding ... has grown
exponentially ...

.. Erowing recognition of the
importance ...

Natural Language Processing|

MOVELTY:

... new imsights provide direct
evidence ...... We sugegest a new ...
approach ...

... esults define a nowvel role ...
SIGNIFICANCE:
studies ... have provided important

advances
Knowledge ... is crucial for ...

understanding

valuable information ... from studies
SURPRISE:

We have recently observed ...
surprisingly

We have identified ... unusual
The recent discovery ... suggesis
intriguing roles

OPEN QUESTION:

... little is known ...

... Tole ... has been elusive
Current data is insufficient ...

SUNMMARIZIMNG:
The goal of this study ...
Here, we show ...

Aldtogether, our results ... indicate

©Universidad de La Frontera
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NLP -> Text Summarization

e Text summarisation

— areductive transformation of source
text to summary text through content — # e ——
reduction by selection and/or
generalisation on what is important in
the source. (Sparck Jones, 1999)

— the process of distilling the most
# Gnome-Summarizer | =] E |

important information from a source (or [=

sources) to produce an abridged version [t e Tamme a2

Hotbed of Terror

fo r a p a rti C u I a r u S e r (0 r u Se rs) a n d ta S k As the United States continues its efforts to destroy Al-Qaeda. Syrian-controlled Lebanon is increasingly becoming a

haven for the group's remnants and other leading terrorist organizations.

t k IVI d IVI b 1 9 9 9 Syria, which controls Lebanon, is allowing the country to serve as a haven for leading terrorist organizations, including
(O r a S S) . ( a n I a n ay u ry; ) remnants of al-Qaeda seeking refuge from Afghanistan

Al least 26 percent of the groups designated as foreign terrorist organizations by the State Depariment have a presence in

- H - — Lebanon and are receiving some form of Syrian support. Despite repeated calls from the United States to end its support
u O l I l a C ex S u I I I l I l a r I Sa O n — e for terror, Damascus, with the help of Iran, is continuing to grant these groups safe haven, logistical assistance, training

facilities and political backing.

M M "Syrian and Iranian support for Hizballah activities in the south, as well as training and assistance to Palestinian
ro C e SS O ro u CI n S u I I I l I I a r I e S rejectionist groups in Lebanon, help permit terrarist elements to flourish," according to the State Department's recently
released annual terror report, Patterns of Global Terrorism. The report also notes that the Lebanese government has so far

“refused to freeze the assets of Hizballah or close down the coffices of rejectionist Palestinian organizations."

.
a uto l I I a tl Ca I Iy Iran's close cooperation with Lebanon-based terrorist groups was evident during a recent visit by Iranian President
* Mohammed Khatami to Beirut. Following Khatami's meeting with Hizballah representatives, the terror group's Secretary-
General Sheikh Hassan Nasrallah said: "The position is one of solidarity between the Islamic Republic [Iran], Syria,
Lebanon [and] the resistance."

Weapons shipments are delivered regularly from Tehran and Damascus to Hizballah terrarists in Lebanon, resulting in a
stockpile of at least 10,000 Katyusha rockets with the capability of hitting major Israell population centers. When the
Palestinian Autherity (PA) attempted to Impert more than 50 tons of Iranian arms aboard the Karine-A ship, those
numhasas wars randicted he PA finaneial aduisar Fuad Shohakl dirdna s mestina in | ehanon

Article talks about:terror,lebanon,group. al-qaeda,hizballah,
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NLP
NLP - > Machine Translate

* Automatically translate text from one
human language to another.

* On a basic level, MT performs simple
substitution of words in one natural
language for words in another, but that
alone usually cannot produce a good
translation of a text because recognition
of whole phrases and their closest
counterparts in the target language is
needed.

* Solving this problem with corpus and statistical
techniques is a rapidly growing field that is
leading to better translations, handling
differences in linguistic typology, translation of
idioms, and the isolation of anomalies.

Natural Language Processing| ©Universidad de La Frontera
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NLP - > Part-of-Speech Tagging

POS Tagging

* ltis the process of marking
up a word in a text (corpus)
as corresponding to a
particular part of speech,
based on both its definition,
as well as its context—i.e.
relationship with adjacent
and related words in a
phrase, sentence, or
paragraph.

 Asimplified form of this is
commonly taught to school-
age children, in the
identification of words as

nouns, verbs, adjectives,
adverbs, etc.

Natural Language Processing|

subject ohject
i i i E how?
VERE NOUN  PREPOSITION NOUN
@ OpenMHLP Tools Example =]

The suburb of Saffron Park lay on the sunset side of London, as red and ragged as a cloud of sunset, I
was builk of a bright brick throughout; its skyline was fantastic, and even its ground plan was wild, It had
been the outburst of a speculative builder, Faintly tinged with art, who called its architecture sometimes
Elizabethan and sometimes Queen Anne, apparently under the impression that the bwo sovereigns were
identical, Ik was described with some justice as an artistic colony, though it never in any definable way
produced any art,

Split Tokenize Churlk: Parse Find Mames |

The/DT suburb/tr of (TR Saffron/MrP Park AP lay YED onfIM thefDT sunsetf1] sidefm of (TN Landaon ﬂ
It {PRP wasYED builtWBR of (TN a/DT bright) 12 brick MM throughout (TN ;)3 iks/PRPE skyling MR was WED f
It/PRP had/YED been/YEM the/DT outburstimr of [T a/DT speculative) 1 builder/mi ,J, Faintly/RE tingec

It/PRP wasBD described BN with/IN somefDT justiceffh as/IM an/DT arkistic/ 2] colore M ), though

<
4] | B
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NLP
NLP - > Parsing

Parsing or syntactic analysis is the process of
analysing a string of symbols, either in natural
language or in computer languages, according
to the rules of a formal grammar.

Sentence Count: 317 Displayed Tree (Sentence): 287

(il (PRP)) (am (VEP)) (proud (JJ)) (that (IN)) (John (NNP) i
((John (MNP (is (MBZ)) (tough (1) (to (TO)) (please (VI 5

(It (PRP)) (is (VBZ)) (tough (1)) (to (TO)) (please (VB)) ( Ll e S

(John (NNP)) (is (WVBZ)) (likehy (JJ)) (to (TO) (win (VE)) ( NP VP -

((Who (PRF)) (does (WBZ)) (his (PRPS)) (mother (NN il T ;

((His (PRP3)) (mother (NM)) (loves (VBZ)) (everyone (NI DT NN VBD NP SBAR

((Every (RB)) (man (NMN)) (likes (NN5)) (some (DT)) (syn Every man asked

((Every (RB)) (man (NM)) (asked (VBED)) (some (DT)) (a DT MM IM 5
((Someone (NM)) (gave (VBD)) (every (J))) (actress (NN; some actress that —" ~~_ .
((Which (NMNP1) (man (NMN)) (liked (VED)) (which (WDT)) MNP WP

((John (NNP)) (seems (VBZ)) (that (IN)) (he (PRP)) (likes | LT

(John (NNP)) (asked (WVBD)) (Mary (NNP)) (about (IMN1) i PRFP VBD PP

((We (PRPY) (like (IN)) (myself (PRP)1) he met

((John (NNP) (seems (VBZ)) (is (WBZ)) (crazy (NN I MNP

(John (NNP)) (tried (WBD)) (Bill (NNPY) (to (TO)) (seem about _—
((John (NMNP)) (tried (WBD)) (to (TO)) (be (VB)) (arrestec MNP SBAR
((Mary (MNP (is (WBZ)) (proud (VBN (of (IN)) (Bill (MM /‘R“x

((John (NNP)) (seems (VBZ)) (that (IN)) (he (PRP)) (is [V DT MM I S
((The (DT)) (destruction (NMN)) (Rome (NMP)) (worked | some play that e e

((The (DT)) (destruction (NM)) (of (IN)) (Rome (MNP (O MNP VP
((The (DT)) (belief (NN)) John (NMP)) (to (TO)) (be (VE | N
((The (DT (belief (NN (of (IN)) John (MNP (to (TO0) PRP VBD PRT
((The (DT)) (belief (NN)) (that (IN)) (John (NNP)) (is (VE she appeared
(John (NMPD ('s (POS)) (belief (NN (to (TON (be (VB F_lF
(John (MNP (seems (VBZ)) (that (IN)) (his (PRP5)) (be in

E 4 » — — =
. © Ricardo Gacitua
Natural La nguage PI’OCGSSIng | distributed under Creative Commons ©Universidad de La Frontera
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NLP
NLP -> Named Entity Recognition (NER)

Automatically find names

of people, places,products, E

and organizations in text o B

in ENE. applied the general theory of relativity to model the large-scale structure of the
universe. He was visiting the Beter when came to power in and did not go
back to [fsuEiny. where he had been a professor at the B BeEaey. He settled in

the [, becoming an American citizen in [JEEL. On the eve of World War Il, he endorsed a letter to
President el alerting him to the potential development of "extremely powerful
bombs of a new tvpe” and recommending that the begin similar research. This eventually led to
what would become the [{ENMIEAEProject. Einstein supported defending the Allied forces, but largely
denounced using the new discovery of nuclear fission as aweapon. Later, with the British

philosopher EEISSENE| GUEEEL. signed the [ITEEE-ENEEN MENNEERS. which highlighted the
danger of nuclear weapons. Einstein was affiliated with the [iEanes Gag bt LlPrinceton|
By, until his death in [EEE.

TE-QEELQLL[&
LOCATIONETIMEMPERSONORG ANIZATIONMOMNEYPERCEN TRIDATE
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NLP
NLP -> Natural Language Understanding

e Convert chunks of text into more formal
representations such as first-order logic.

(1) John loves Mary

5. ip.p@JOHN@Lg.(LOVE(g, MARY))
| — — 46, 1.q.(LOVE(g, MARY)}@2JOHN

7. LOVE(JOHN, MARY)

S (NP@VP)
1. Lpig.(p@ar.LOVE(q, r))@iu.u@MARY
2 (u.u@MARY @r LOVE(g, 1))
[ 3. hq.(Ar LOVE(q, @MARY)
NP VP (Viansn e @NP) 4. .q.(LOVE(g, MARY))
, Vianshne NP
John loves
AP p@JOHN Aphg.(p@ir LOVE(q, r))

Mary
Lp.p@MARY
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NLP
NLP -> Natural Language understanding

=

= : {”" | J 115
A e v T WGP Y E i 5e = e\ ok et S

”~
{

Tohe  Timall, Fou ki Ahea o oo
‘ /f/o {Ofmo\{\;e, J’){? (“egck/‘)é;yn?b\;?

B.ropfrenron ZODE

. © Ricardo Gacitua
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NLP ->Question Answering

'William Wilkinson's 'An account of the
principalities of Wallachia and Moldavia'
inspired this author's most famous novel

Sotheby’s P
INTERMNATIONAL REALTY [ Wﬂw—.—.

Computer Wins on ‘Jeopardy!’: Trivial, It’s Not

]

* Question Answering (QA) is a
computer science discipline within
the fields of information retrieval
and natural language processing
(NLP), which is concerned with
building systems that automatically
answer questions posed by humans
in a natural language.

Watson showed itself to be imperfect, but researchers at I.B.M. and other
companies are already developing uses for Watson’s technologies that could have a
significant impact on the way doctors practice and consumers buy products.
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NLP
NLP ->Question Answering

June 8, 2011 10:01 PM VirtuOz, creator of intelligent virtual agents that

-
Julie Klein VlrrUCX provide companies with customer service and

z z z 5 3 2 tech support, has raised $7M in a new round of
funding. The Emeryville, Calif. company, which was founded in Paris,
O o @ @ o 9 plans to use the investment for growth in both the United States and
Europe.

The company'’s virtual agents, or chatbots, are programmed to automate sales support for large and
mid-sized businesses. By helping online shoppers resolve issues or make purchase decisions, VirtuOz
helps web sites cut labor costs. The company claims that its agents, equipped with natural language
processing (NLP) capabilities, can provide customer service to clients for one-tenth the cost of a
traditional human support team.

N at ura | La n gu age P roceSSi n g | ©Universidad de La Frontera




NLP — Sentiment Analysis strbucks

NLP

k | feel dumb.... apparently | was
maant fo 'dm’ for the starbucks
competition! | guess its late ;)i
would have won (ool (view)

G5

13.02% POSITIVE

08 4495

| like how that girl @ starbucks

% tonight let me stand in ine for 10
ming w/ another dude in front of
me, before saying “oh. I'm

sleep 50§ can doa ton of
darkroom lomorow | have to

| resist the starbucks though il |
wanl enouggh money for the bus
(viges)

* |t aims to determine the attitude of a

closed.." (view)

Survey Challenges

NEETS  NEUTRAL TWEETS |

234

5437

4.30% NEGATIVE

@macoy sor@ throal from the dark
roast cheesacake? @rom have
you tried the dark roast
cheesecaka at slarbucks? its my
addiction for the week (view)

Tweets on 2008-10-23: Sitting in
/L‘ Starbucks, drinking Verona, and
1wt wiiting & sermon about the pure in

hean.. hitp:fMinyurl.com/572x2d

speaker or a writer with respect to some E———

(uiew)

I

. . b buy/starbucks one. we should do @samanthaprince Why
topic or the overall contextual polarity of | " ﬁ?iw‘n‘ﬁﬂéﬁgw . it St i)
a document. et f you havent heard about the
X i'f;:l Sfﬁft{mgs;ﬂgm?ﬁm [ Starbucks Gold card program,
. . . [ conira cosla bivd, ca it here:
* The attitude may be his or her judgment | F s o B0 B
. . pifibkite.com/01yvd (v for? (vigw)
or evaluation (see appraisal theory), ey e
affective state (that is to say, the D s (| P e s

fransfer to. did i mention free rent

emotional state of the author when
writing), or the intended emotional

Ba
communication (that is to say, the __
emotional effect the author wishes to ! o
have on the reader) Sl ey

Natural Language Processing|

© Social media monitoring

TASOES  Cermiment for this day
Tokal s it ’pc)\hiwa‘
<B4 278
A positive 7300
[ ] meutral 16,715

...Im raally really thinking about

[ not showing up for work
tomarom...of ever again...god im
50 pissed... [t starbucks (view)

(il acium it Wl (et me
[ change my icon. im stfl a
starbucks deink from freshman
year with starrek sounds. arg
(view)
omig in a starbucks... shaft theme
[ songi haar that shaltis a had
mutha.., (view)
going for & frappucing @
starbucks. m hot and lifed from
rehearsall -p (vigw)

I i frv 2 Francuring @

13 how 2012

» wenciowes

oremepmes B 7575

W negaine

©Universidad de La Frontera
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. . op . sense
e Itis the process of identifying 4 -7 2
WOora +4..,

i i “i '-.) ......
whlch.sen:se of a word (i.e. . sensey.;- >:Z§? SN Epmp—
meaning) is used in a sentence, .| Processing
when the word has multiple '
meanings.

* Word-sense disambiguation (WSD)
is an open problem of natural
language processing and ontology.

Bass: fish e Bass: instrument

N at ura | La N gu age P I’OCGSSI n g | ©Universidad de La Frontera
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information -
extraction

=verd EEZY
wommiien Woraiven e Teanare, B0 O iR — T Shen et

WAT 20 b U omimty T e LT R T SN :,u‘k TR LR, | TR | ST,

iy f e B Gy s e, T i = 14th SR R e e B
Tamdhore Erretoemeesy ot 7 e
STrUCTurEd in Drmct!nn Prune tArister of Carad W R R, SR, ‘(t-e:e-‘vm\s_\.q’a-.

T DRCYETD =Ta m-.nc..{ﬂ\‘ cl_ Pl ST TR, TR o
ey e = e, e profession d|p!0ma o
= _' lizabe ., e, C : o
= L \-w SRS, . SO T, WA A, N e R R
STy BVSE CLOT e Q. e “'C:FJ-:I-\ LAt B Rt R e U i TR S S R - L RS o
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Information extraction (IE) is the task of automatically extracting
structured information from unstructured and/or semi-structured

machine-readable documents.
/Event: Curriculum mtg.\

Date :Jan-22-2014

Start : 10:00 am
Subject : curriculum meeting End : 11:30

Date :January 21, 2014 Where: gates 171

N

v

To: Ricardo Gacitua

Hi Ricardo, we’ve now scheduled the curriculum meeting.
It will be in Gates 171 tomorrow from 10:00 — 11:30.

Carlos. Create new Calendar Entry
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Survey

Examples - Pipeline

~

-

iz T

Challenges

speech
analysis

speech
synthesis

pronunc-

iation
model

Phonology

morphological
and lexical
analysis

morphological
realization

morpho-
logical
rules

Morphology

lexicon and
grammar

Syntax

~

. contextual ]
parsing .
|II ‘ reasoning J
syntactic utterance
realization planning

discourse

context

Semantics

R

application
reasoning and
execution

-/

domain
knowledge

Reasoning

Natural Language Processing|
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RE NLP

Survey Challenges

Example — Relation Detection

raw text
(string)

sentence
segmentation

sentences
(list of strings)

tokenization

tokenized sentences
(list of lists of strings)

part of speech
tagging

Natural Language Processing|

pos-tagged sentences
(list of lists of tuples)

entity

detection

chunked sentences
(list of trees)

relation
detection

relations
(list of tuples)
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NLP Survey Challenges

State of the art in language technologies

making good progress

Sentiment analysis still really hard

Best roast chicken in San Francisco! ' 8 .I:I

B Question answering (QA)

Q. How effective is ibuprofen in reducing

mostly solved

The waiter ignored us for 20 minutes

Spam detection Coreference resolution fever in patients with acute febrile iliness?
Let’s go to Agral / - P "d_dM t?*k\.‘ —
arter told Mubarak he shouldn't run again
Buy VIAGRA X £ Paraphrase

Word sense disambiguation (WSD)

XYZ acquired ABC yesterday

Part-of-speech (POS) tagging | need new batteries for my mouse.| (@) | ABChasbeen taken over by XYZ
AD)  ADJ NOUN VERB ADV Summarization
Colorless green ideas sleep furiously, Parsing The Dow Jones is up

Economy is

The S&P500 jumped

| can see Alcatraz from the window! good

Housing prices rose

Nam ntity r nition (NER : "
amed entity recognition (NER) Machine translation (MT)
PERSON ORG LoC 13 . = :
Einstein met with UN officials in Princeton , Dia o8 Where is Citizen Kane playing in SF? £
The 13" Shanghai International Film Festival
F Castro Theatre at 7:30. Do
Information extraction (IE) A you want a ticket?
You're invited to our dinner (%]
party, Friday May 27 at 8:30 add

Natural Language Processing| ©Universidad de La Frontera




[Cewvace—
luf‘c-
-n

A tag is a non-hierarchical
keyword or term assigned to
a piece of information (such
as an Internet bookmark,
digital image, or computer
file).

This kind of metadata helps
describe an item and allows
it to be found again by
browsing or searching.

Natural Language Processing|

-directed and color Doppler studies of gallbladder tumaors.

[Pathological} ™™ " "[Organ) *%" [Organ/ [Pathological formation) [Pathological formation) [Pathologicall
n cases of primary adenocarcinoma of the gallbladder  {GB), 1 of malignant fibrous histocytoma, 3 of metastatic adenocarcinoma, 5 of adenoma, 5¢
igical

sus, 2 of xanthogranuloma, & of chronic cholecystitis, 4 of acute cholecystitis, and 8 of subacute cholecystitis were studied by image-directed and colo
inography (COUS).

[Org subst] [Mtissue} !
he 14 cases of primary GB cancer (10 masses, 4 thickening wéll) were found to have a high velocity arterial blood flow signal in the wall  of the

[Pathological, """ [Organ] Org subst] [Miissue} ~ """ [organ]
Tast, the 3 cases of metastatic cancer ofthe GB hadno blood flow signalinthe wal ofthe  GB.

[Pathologicall ™" [Organ] (0Org subst]

2 30 cases of benign lesions of the GB, only in 12 cases was a low velocity blood  flow signal found.

Pathological
f 10 cases of primary GB malignaﬁcy were found to have high velocity arterial blood flow signals inthe  tumor  masses.
] subst] |Pathological formation| [Pathological [Pathological
ilood  flow signal was observed in the masses of 13 cases (3 of metastatic adenocarcinoma, 5 of adenoma, 5 of polypus).

Pathological,

1wormal high velocity arterial blood flow signal observed within masses inthe GE  orin the GB wall is a significant feature of primary GBE cancer and thi

[Pathological [Pathologicall ™! *[Patholegicall ™" *{Organ]

rentiate primary GE cancer from metastatic and benign lesions of the GB.

©Universidad de La Frontera
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NLP
Statistical NLP

e Statistical natural-language processing uses
stochastic, probabilistic and statistical methods to
resolve some of the difficulties discussed above,
especially those which arise because longer
sentences are highly ambiguous when processed
with realistic grammars, yielding thousands or
millions of possible analyses

. © Ricardo Gacitua
Natural La nguage PI’OCGSSIng | distributed under Creative Commons ©Universidad de La Frontera

Attribution License



NLP
NLP Summary

 Many challenges in NLP involve natural language
understanding, that is, enabling computers to derive meaning
from human or natural language input, and others involve
natural language generation.

 NLP research is gradually shifting from lexical semantics to
compositional semantics and, further on, narrative
understanding.

— Human-level natural language processing, however, is an Al-complete
problem. That is, it is equivalent to solving the central artificial
intelligence problem—making computers as intelligent as people, or
strong Al.

— NLP's future is therefore tied closely to the development of Al in
general.

N at ura | La n gu age P roceSS| n g | ©Universidad de La Frontera




Tutorial:

Procesamiento de Lenguaje Natural
en Ingenieria de Requisitos:
Contribuciones Potenciales y Desafios
de Investigacion

CIBSE 2015 - Lima, Peru

Ricardo Gacitua

Centro de Estudios en Ingenieria de Software
Depto. Cs. Computacion e Informatica
Universidad de La Frontera

Temuco, Chile

R E & N LP | ©Universidad de La Frontera




~ Indice

* Ingenieria de Requerimientos
(RE)

* Procesamiento de Lenguaje
Natural (NLP)

~* Avances en la relacion entre RE
.. _&NLP

oﬁf‘;_buciones Potenciales
safios de Investigacion

R E & N LP | ©Universidad de La Frontera



Después de este tutorial, podras :

* Definir RE y su describir su
iImportancia.

» "Definir NLP y sus areas de accion.

— ‘ Conocer el estado del arte en la
g * relacion entre NLP y RE.
—* Describir las contribuciones
oténciales de NLP para RE.

iacipales desafios para la
N A Eo

R E & N LP | ©Universidad de La Frontera



l Uliterance

Phonological |

l FPhonemes

| Morphological |

i Morpheres

Lexical

l Torkens

Svmiacnic
Hrrwctre

Hemannic
Trrerpreranion

RE & NLP|

Delete file x

dilét" #fil#ecks

'

* debete” “file” *x"

{*delete’™ VERB) (* flc” NOUN) ¢ x” ID)
Y
s
S
vp NP
4 F R

HDiEH IZI:F
" delete™ i1 s

v

delete-flel “x™ )

'

rm -i x

I

Client managers.
System end-users
i :

Contractor managers
System architects

System end-users
Client engimeers
System architects
Software developers

Software design Sys
specification

©Universidad de La Frontera




RE NLP Survey
RE main challenges

1. Changing requirements 1. Development of new techniques for formally
2. Lack of standardization modelling and analysing properties of the
3. Differing perspectives environment
4. People and politics 2. Bridging the gap between requirements elicitation
approaches based on contextual enquiry and more
formal specification and analysis techniques .
3. Richer models for capturing and analysing non-
functional requirements
4. Better understanding of the impact of software
architectural choices on the prioritisation and
evolution of requirements.
5. Reuse of requirements models.
6. Multidisciplinary training for requirements
practitioners.
lan Sommerville. 2015. Software Engineering: 10th Bashar Nuseibeh and Steve Easterbrook. 2000. Requirements engineering: a roadmap. In
Edition)-International Computer Science. Addison- Proceedings of the Conference on The Future of Software Engineering (ICSE '00). ACM, New York,

Wesley Longman Publishing Co., Inc., Boston, MA, USA. NY, USA, 35-46

© Ricardo Gacitua
RE & N LP | distributed under Creative Commons ©Universidad de La Frontera
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RE N Survey
NLP in RE — Current Potential Contributions

Requirement

A Requirement Management
Goals Elicitation Abstractions Analysis
. —
Abstraction )
Stakeholder; Identification FR Requirement Requirements
1 1 Model Generation traceability

N
[ Requirement {NFR Extracting
T Identification [T information from
Extracting Requirement
information Models
/ Knowledge from
grammatical Information Retrieval

structure :

" Requirements Requirement
Specification Validation
Project &
Portfolio Management =i Requirement cRSs
Generation Quality SRS
Analysis yalldat!on
(" Avoiding or ) (lightweight)
Detecting
Pitfalls in NL
N SRSs

Processing verification
Restricted NL (lexical level)

SRSs

R E & N LP | ©Universidad de La Frontera




LITERATURE REVIEW

Evudence of Background Information

; 1 'l
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RE & NLP|




RE

NLP i

Abstraction

Identification

Requirement

NLP

n RE —> Abstraction Identification

Survey

. Avoiding or .
Reqwre.ment SRSs Detecting Proce.ssmg .SRSS. .5.RSS. Requirements
Quality Generation Pitfalls in NL Restricted validation verification traceabilit
Analysis SRSe NL SRSs (lightweight) (lexical level) y

R. Gacitua, P. Sawyer, V. Gervasi, Relevance-based abstraction identification: technique
and evaluation, Requirements Engineering 16 (2011) 251-265.

information from
Requirement
Models

Identification
\_ <
( 'EXtraCﬁf‘g ) * J.J.G. Flores, Linguistic processing of natural language requirements: the contextual
/K::)f\zlrzjzt;ﬁccom exploration approach, in: Proceedings of the 10th International Workshop on
R Requirements Engineering: Foundation for Software, Quality (REFSQ’04), 2004, pp. 99-112
\_ structure Yy,
( ) * P.Sawyer, P. Rayson, R. Garside, REVERE: support for requirements synthesis from
Requirement Model documents, Information Systems Frontiers 4 (2002) 343—-353.
Generation
Extracting

£
4

Y

Information
Retrieval

RE & NLP|
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RE NLP Survey
NLP in RE -> Requirement Identification

Avoiding or .
Requirement SRSs Detecting Proce.ssmg $RS§ .5.RSS. Requirements
Quality Generation Pitfalls in NL Restricted validation verification traceabilit
Analysis SRSs NL SRSs (lightweight) (lexical level) y

* R. Ankori, Automatic requirements elicitation in agile processes, in: Proceedings of the
IEEE International Conference on Software - Science, Technology and, Engineering, 2005,

Requ!r_emt_ent | pp. 101-109.
Identification

Abstraction
Identification

A. Casamayor, D. Godoy, M. Campo, Identification of non-functional requirements in

Extracting
information textual specifications: a semi-supervised learning approach, Information and Software
/ Knowledge from Technology 52 (2010) 436-445.
grammatical
> slucture < . C. Castro-Herrera, C. Duan, J. Cleland-Huang, B. Mobasher, A recommender system for
Requirement Model requirements elicitation in large-scale software projects, in: Proceedings of the 2009 ACM
Generation Symposium on Applied Computing — SAC’09, 2009, pp. 1419-1426.
Extracting *  Casamayor, A., Godoy, D., & Campo, M. (2010). Identification of non-functional
infOfméﬁon from requirements in textual specifications: A semi-supervised learning approach. Information
SEGUITENTIE: and Software Technology, 52(4), 436-445.
\ Models y =
4 N
Information
Retrieval

© Ricardo Gacitua
RE & NLP | distributed under Creative Commons ©Universidad de La Frontera
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RE

NLP Survey Challenges

NLP in RE -> Extracting information

. Avoiding or .
Reqmre.ment SRSs Detecting Proce.ssmg SRSSf .5.RSS. Requirements
Quality Generation Pltfalls i NL Restricted validation verification traceabilit
{ Analysis NL SRSs (lightweight) (lexical level) y

Abstraction
Identification

N
A

Requirement
Identification

Extracting
information

/ Knowledge from
grammatical
structure

Requirement Model
Generation

GEr—

Extracting
information from
Requirement

Models y
4

Y

Information
Retrieval

RE & NLP|

*  Ashish Sharma and Dharmender Singh Kushwaha. 2011. Natural language based
component extraction from requirement engineering document and its complexity
analysis. SIGSOFT Softw. Eng. Notes 36, 1 (January 2011).

* Leonid Kof, Requirements Analysis: Concept Extraction and Translation of Textual

Specifications to Executable Models, Application of Natural Language to Information
Systems, LNCS, 2010.

*  Martin Ringsquandl1l and Mathias Schraps, Taxonomy Extraction From Automotive
Natural Language Requirements Using Unsupervised Learning, International Journal on
Natural Language Computing (IJNLC) Vol. 3, No.4, August 2014

©Universidad de La Frontera




RE NLP Survey
NLP in RE —> Requirement Model Generation

. Avoiding or .
Reqmre.ment SRSs Detecting Proce.ssmg SRSSf .5.RSS. Requirements
Quality Generation Pltfalls i NL Restricted validation verification traceabilit
p { Analysis NL SRSs (lightweight) (lexical level) y

Abstraction
Identification
> -
p R~ * V. Ambriola, On the systematic analysis of natural language requirements with CIRCE,
Identification Automated Software Engineering 13 (2006) 107-167.
\ y
( 'EXtraCﬁf‘g ) *  H.M. Harmain, R.J. Gaizauskas, CM-builder: a natural language-based CASE tool for object-
LU EL oriented analysis, Automated Software Engineering 10 (2003) 157-181.
/ Knowledge from
grammatical . . ; g i
structure * Deeptimahanti, D. K., & Sanyal, R. (2011, February). Semi-automatic generation of UML
models from natural language requirements. In Proceedings of the 4th India Software
Requirement Model Engineering Conference (pp. 165-174). ACM

Generation

Extracting
information from
Requirement
Models y

4

Y

Information
Retrieval

R E & N LP | ©Universidad de La Frontera




RE

NLP Survey Challenges

NLP in RE ->Extracting information from Req. Models

Requirement

Abstraction
Identification

Quality

Avoiding or .
SRSs Detecting Proce.ssmg SRSS .5.RSS. Requirements
Generation Pitfalls in NL fesiese e Ui traceabilit
Analysis SRSs NL SRSs (lightweight) (lexical level) y

4

Requirement
Identification

A

\

é Extracting
information

/ Knowledge from
grammatical

V.
<

\ structure
>

Requirement Model
Generation

Extracting
information from
Requirement
Models

Information
Retrieval

RE & NLP

p,
4

Mathias Landhauer, Sven J. Kérner, and Walter F. Tichy. 2014. From requirements to
UML models and back: how automatic processing of text can support requirements
engineering. Software Quality Control 22, 1 (March 2014)

Hasegawa, R., Kitamura, M., Kaiya, H., & Saeki, M. (2009, January). Extracting conceptual
graphs from Japanese documents for software requirements modeling. In Proceedings of
the Sixth Asia-Pacific Conference on Conceptual Modeling-Volume 96 (pp. 87-96).
Australian Computer Society, Inc.

Overmyer, S.P., Lavoie, B., Rambow, O. (2001) Conceptual Modeling through Linguistic
Analysis using LIDA. Proceedings of the 23rd International Conference on Software

Engineering. IEEE, Los Alamitos, pp. 401-410.

©Universidad de La Frontera



RE NLP ey
NLP in RE -> Information Retrieval

. Avoiding or .
Reqmre.ment SRSs Detecting Proce.ssmg SRSSf .5.RSS. Requirements
Quality Generation Pltfalls i NL Restricted validation verification traceabilit
, { Analysis NL SRSs (lightweight) (lexical level) y

Abstraction
Identification
> -
p R~ * Andrea De Lucia, Fausto Fasano, Rocco Oliveto, and Genoveffa Tortora. 2007. Recovering
|dentification traceability links in software artifact management systems using information retrieval
\ y methods. ACM Trans. Softw. Eng. Methodol. 16, 4, Article 13 (September 2007).
é Extracting h
information . . . . - .
/ Knowledge from *  Sannier, N., Baudry, B.: Toward multilevel textual requirements traceability using model-
grammagtical driven engineering and information retrieval. In: MoDRE 2012 (2012).
\ structure y
( ) < Rayson, P., Garside, R., and Sawyer, P. (2000). Assisting requirements engineering with
Requirement Model semantic document analysis. In Proceedings of RIAO 2000 (Recherche d'Informations
Generation Assistie par Ordinateur, Computer-Assisted Information Retrieval) International
' Conference, College de France, Paris, France, April 12--14, 2000. C.1.D., Paris, pp.
Extracting 1363--1371.

information from
Requirement
Models

Information
E ]
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RE NLP Survey
NLP in RE -> Requirements Quality Analisis

Avoiding or
i . Pr in R R
Requwe.ment SRSs Detecting oce.ss g S sz S SS. Requirements
Quality ) . . Restricted validation verification -
. Generation Pitfalls in NL : . . traceability
p Analysis SRSs NL SRSs (lightweight) (lexical level)

Abstraction
Identification

N
A

Requirement *  Fantechi, A, Gnesi, S., Lami, G., & Maccari, A. (2003). Applications of linguistic techniques
b e e for use case analysis. Requirements Engineering, 8(3), 161-170.

\ y
[ Extracting A . Fabbrini, F., Fusani, M., Gnesi, S., & Lami, G. (2001). The linguistic approach to the natural

/ Kri:)f\;lrg;a:‘z:om language requirements quality: benefit of the use of an automatic tool. In Software
grammagtical Engineering Workshop, 2001. Proceedings. 26th Annual NASA Goddard (pp. 97-105).
\ structure y IEEE..
4 N
Requiremenﬁ Model . Lami, G., Gnesi, S., Fabbrini, F., Fusani, M., & Trentanni, G. (2004). An automatic tool for
Generation the analysis of natural language requirements. Informe técnico, CNR Information Science
>—< and Technology Institute, Pisa, Italia, Setiembre.
Extracting

information from
Requirement

Models y

4

Y

Information
Retrieval
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RE NLP Survey
NLP in RE -> SRSs Generation

. Avoiding or )
Requirement ) Processing SRSs SRSs .
Quality G SRSSﬁ Pi?-fztllescrnnﬁL Restricted validation verification quU|re:ﬁtnts
Analysis cNEration NL SRSs (lightweight) (lexical level) raceabiiity
r SRSs
Abstraction
Identification
> < . Ghosh, S., Elenius, D., Li, W., Lincoln, P., Shankar, N., & Steiner, W. (2014). Automatically
Requirement Extracting Requirements Specifications from Natural Language. arXiv preprint arXiv:
Identification 1403.3142.
\, y
( _Extracting ) * llieva, M. G., & Ormandjieva, O. (2005). Automatic transition of natural language software
LU EL requirements specification into formal presentation. In Natural Language Processing and
e lse e Information Systems (pp. 392-397). Springer Berlin Heidelb
grammatical nformation Systems (pp. . Springer Berlin Heidelberg..
\ structure y
( ) Osborne, M., & MacNish, C. K. (1996, April). Processing natural language software
Requiremenﬁ Model requirement specifications. In Requirements Engineering, 1996., Proceedings of the
Generation Second International Conference on (pp. 229-236). IEEE..
o EXtraﬁCﬁ”f? *  Bajwa, |.S., Lee, M. G., & Bordbar, B. (2011, March). SBVR Business Rules Generation from
INnTormaton rrom o/ . . . . ans
R —— Natural Language Specification. In AAAI Spring Symposium: Al for Business Agility (pp.
\ Models y 2-8).
e N
Information
Retrieval
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NLP in RE -> Avoiding or Detecting Pitfalls in SRSs

. Avoiding or .
Requirement > Processing SRSs SRSs .
Quality Ger?eerstion P:?cfchT:?nnﬁL Restricted validation verification ngig:g?ﬁtnts
Analysis NL SRSs (lightweight) (lexical level) y
4 ) SRSs
Abstraction
Identification e .
L ) *  Berry, D. M. (2008). Ambiguity in natural language requirements documents. In
[ h Innovations for Requirement Analysis. From Stakeholders’ Needs to Formal Designs (pp.
Requirement 1-7). Springer Berlin Heidelberg.
Identification

\ y
( Extracting ) . Erik Kamsties , Daniel M. Berry, Barbara Paech, Detecting Ambiguities in Requirements

information Documents Using Inspections, in Proceedings of the First Workshop on Inspection in
/ Knowledge from Software Engineering (WISE'01}, 2001.
grammatical
> structure < . Hui Yang, Anne N. De Roeck, Vincenzo Gervasi, Alistair Willis, Bashar Nuseibeh:
Requirement Model Speculative requirements: Automatic detection of uncertainty in natural language
Generation requirements. RE 2012: 11-20.
Extracting . Hui Yang, Anne N. De Roeck, Vincenzo Gervasi, Alistair Willis, Bashar Nuseibeh:Analysing
information from anaphoric ambiguity in natural language requirements. Requir. Eng. 16(3): 163-189 (2011)
Requirement
\ Models y
s N
Information
Retrieval
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RE NLP Survey
NLP in RE -> Processing Restricted NL SRSs

. Avoiding or .
Requirement ) Processing SRSs SRSs .
Quality Ger?eerstion Pi?_;t”e:?nnﬁl_ Restricted validation verification ngig:g?ﬁtnts
Analysis NL SRSs (lightweight) (lexical level) y
r \ SRSs
Abstraction
Identification . . . .
L ) . Cobleigh, R. L., Avrunin, G. S., & Clarke, L. A. (2006, November). User guidance for creating
[ h precise and accessible property specifications. In Proceedings of the 14th ACM SIGSOFT
I'Zeq“!;em?”t international symposium on Foundations of software engineering (pp. 208-218). ACM.
entification

\ y
( Extracting ) * Tjong, S. F., Hartley, M., & Berry, D. M. (2007, May). Extended Disambiguation Rules for

information Requirements Specifications. In WER (pp. 97-106).
/ Knowledge from

R e «  Giganto, R. (2008). Generating class models through controlled requirements. In
> elructure < NZCSRSC-08, New Zealand Computer Science Research Student Conference Christchurch,
Requirement Model New Zealand.
Generation
Extracting

information from
Requirement

Models y

4

Y

Information
Retrieval
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RE

NLP Survey Challenges

NLP in RE -> SRSs Validation

information from
Requirement

\ Models y
4 N\
Information
Retrieval

RE & NLP|

. Avoiding or )
Reqwre.ment SRSs Detecting Proce.ssmg .SRSS. .5.RSS. Requirements
Quality G i Pltfalls in NL Restricted validation verification ; bilit
p Analysis eneration NL SRSs (lightweight) (lexical level) raceabiiity
Abstraction
Identificati . . . .
L entneation ) * Gervasi, V., & Nuseibeh, B. (2002). Lightweight validation of natural language
[ h requirements. Software: Practice and Experience, 32(2), 113-133.
Requirement
¢ |dentification y . Falessi, D., Cantone, G., & Canfora, G. (2010, September). A comprehensive
é Extracting ) characterization of NLP techniques for identifying equivalent requirements. In Proceedings
information of the 2010 ACM-IEEE international symposium on empirical software engineering and
/ Knowledge from measurement (p. 18). ACM.
grammatical
> structure < *  Kaiya, H., & Saeki, M. (2005, September). Ontology based requirements analysis:
Requirement Model lightweight semantic processing approach. In Quality Software, 2005.(QSIC 2005). Fifth
Generation International Conference on (pp. 223-230). IEEE.
Extracting

©Universidad de La Frontera




RE N S
NLP in RE -> SRSs Verification

Requirement el o Pr in
q . SRSs Detecting oce.ss g
QWL Generation Pltfalls in NL fesiese
, Analysis NL SRSs

SRSs SRSs
validation verification
(lightweight) (lexical level)

Requirements
traceability

Abstraction
I tificati , . . .
\ dentification ) e Duran, A, Ruiz-Cortés, A, Corchuelo, R., & Toro, M. (2002). Supporting requirements
[ h verification using XSLT. In Requirements Engineering, 2002. Proceedings. IEEE Joint
Requirement International Conference on (pp. 165-172). IEEE.
Identification

\ y
( Extracting N Fanmuy, G., Fraga, A., & Llorens, J. (2012). Requirements verification in the industry. In

information Complex Systems Design & Management (pp. 145-160). Springer Berlin Heidelberg.
/ Knowledge from

grammatical *  MacDonell, S. G., Min, K., & Connor, A. M. (2014). Autonomous requirements specification
\ structure y . . . . . -
> 4 processing using natural language processing. arXiv preprint arXiv:1407.6099.

Requirement Model
Generation
Extracting
information from
Requirement

\ Models y
4 N\
Information
Retrieval
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RE NLP Survey
NLP in RE -> Requirements traceability

Requirement AR O Processing SRSs
. SRSs Detecting
Quality Generation Pltfalls i NL Restricted validation
, { Analysis NL SRSs (lightweight)

Abstraction
Identification

SRSs
verification
(lexical level)

Requirements
traceability

. Sawyer, P., Gacitua, R. and Stone, A. Proﬁllng and Tracing Stakeholder Needs. In
INNOVATIONS FOR REQUIREMENT ANALYSIS. FROM STAKEHOLDERS' NEEDS TO FORMAL

N
A

Requirement

e et DESIGNS, pages 196-213, Springer-Verlag, LNCS , 2008
\ y
[ 'EXtraCﬁf‘g A . Deng, M., Stirewalt, R.E.K., Cheng, B.H.C.: Retrieval by construction: a traceability
/ Kr':)f\zlrg;at;‘z:om technique to support verification and validation of UML formalizations. Int. J. Softw. Eng.
< Knowl. Eng. 15(5), 837-872 (2005).
grammatical
\ structure y
( ) * Zisman, A., Spanoudakis, G., Pérez-Minana, E., & Krause, P. (2003, June). Tracing Software
Requirement Model Requirements Artifacts. In Software Engineering Research and Practice (pp. 448-455).
Generation

>—< *  McMillan, C., Poshyvanyk, D., & Revelle, M. (2009, May). Combining textual and structural
EAETAEHIE analysis of software artifacts for traceability link recovery. In Traceability in Emerging

information from Forms of Software Engineering, 2009. TEFSE'09. ICSE Workshop on (pp. 41-48). IEEE.

Requirement
Models y
4

Y

Information
Retrieval
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RE NLP E—
RE & NLP Considerations

e TEXTUAL FORM: Requirements normally does not exist in textual form.

— Some information occurs naturally as text, typically process descriptions or
predefined procedures, but much more is to be found in diagrams or in the physical
reality surrounding the client.

— Assuming however that the requirements definition task is being performed by an
intelligent human and that a substantial body of machine readable text is available,
there is no doubt that tools to scan, search, browse and tag that text could assist in
developing a full and accurate statement of needs.

e COMPLEXITY:
— Understanding in NLP seems to be a fractal-like problem.
— Narrow domain understanding of natural language may be achieved in the medium
term.
* COGNITIVE AND SOCIAL:

— It is not possible to depend on NLP to solve the RE bottle-neck, since systems are,
and will increasingly be recognised to be, social organisms, embodying everything
from the deterministic microchip to the emotional and personal needs of the
people involved.
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RE Summary

1. SOCIAL SCIENCES: RE draws on the cognitive and social sciences:
— Cognitive Psychology, Anthropology, Sociology, Linguistics

2. BOUNDARIES: The identification of stakeholders and user classes, of goals and tasks, and of
scenarios and use cases all depend on how the boundaries are chosen.

3. MODELS: Models can be used to represent a whole range of products of the RE process.
4. COMMUNICATION: RE is not only a process of discovering and specifying requirements, it

is also a process of facilitating effective communication of these requirements among
different stakeholders.

5. DOCUMENTATION: The way in which requirements are documented plays an important
role in ensuring that they can be read, analysed, (re-)written, and validated.

6. VALIDATION: Requirements validation is difficult for two reasons.
— The first reason is philosophical in nature, and concerns the question of truth and what is knowable.
— The second reason is social, and concerns the difficulty of reaching agreement among different

stakeholders with conflicting goals.

7. CHANGES: Managing changing requirements is not only a process of managing
documentation, it is also a process of recognising change through continued requirements
elicitation, re- evaluation of risk, and evaluation of systems in their operational
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RE Challenges

1. Changing requirements 1. Development of new techniques for formally
2. Lack of standardization modelling and analysing properties of the
3. Differing perspectives environment
4. People and politics 2. Bridging the gap between requirements elicitation
approaches based on contextual enquiry and more
formal specification and analysis techniques .
3. Richer models for capturing and analysing non-
functional requirements
4." Better understanding of the impact of software
architectural choices on the prioritisation and
evolution of requirements.
5. Reuse of requirements models.
6. Multidisciplinary training for requirements
practitioners.
lan Sommerville. 2015. Software Engineering: 10th Bashar Nuseibeh and Steve Easterbrook. 2000. Requirements engineering: a roadmap. In
Edition)-International Computer Science. Addison- Proceedings of the Conference on The Future of Software Engineering (ICSE '00). ACM, New York,

Wesley Longman Publishing Co., Inc., Boston, MA, USA. NY, USA, 35-46
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Research Challenges - Framework
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RE NLP Survey Challenges _
Some Research Challenges for NLP in RE
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RE & NLP -> Research Challenges

Elicitation Analyse | Specify | Validate Manage
Extract || Identify || Generate Trace | Version
System 1. From speech to text: Automatic interview transcription

Context

2. Automatic extraction and selection of pertinent domain documents.
Core Activities * Big Data, Semantic Web

_ 3. Automatic extraction of scenarios
Requirements

Artefacts
4. Automatic adequacy to standards and guidelines

5. Automatic identification of domain artefacts
* Domain terminology and Semantic models (e.g. Ontologies)
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RE NLP Survey Challenges _
RE & NLP -> Research Challenges

Elicitation Analyse | Specify | Validate Manage

Extract || Identify || Generate Trace | Version

System 1. Automatic identification of requirements artefacts
Context * FR, NFR, Goals, Stakeholders, Business rules, constraints etc.

2. Automatic synthesize and validation of domain models

Core Activities

3. Automatic validation of Requirements
Requirements * Consistency, coherence, duplicity, etc.
Artefacts 4. Automatic improvement of requirements

e Detection of ambiguity,
5. Automatic validation of SRSs

6. Automatic building SRSs from domain models and NL text
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Elicitation Analyse | Specify | Validate Manage
Extract || Identify || Generate Trace | Version
System 1. Reuse of domain and requirements artefacts

Context

2. Scenarios Learning
Core Activities

3. Automatic building models of requirements artefacts from Meta-Models
 Example: i* Metamodel and Kaos Metamodel

Requirements

Artefacts KAOS

Responsibility modeling

Object modeling
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RE & NLP —> Research Challenges -> Scope
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Challenges

RE & NLP -> Some Research Challenges

Artefacts Learning

Speech to Text
Repositoryy,

Information

Retrieval 2 Automatic Support

/

Research
Challenges

Requirements
& Domain
artefacts
Identification

Building Models / Meta-Models

Reuse
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Management:
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Conclusion

* Requirements engineering is a non—trivial task and NLP is
not able to solve all the requirements engineering

problems.

— However, it tackles an extremely important step, namely providing
preliminary requirements and domain artefacts (e.g. preliminary
models, preliminarylists of requirements and document
summaries) for the stakeholders and requirements engineers.

It is in supporting the social process, and not in supplanting
it, that natural language processing will have its proper

role.
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